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1. Introduction We consider the dynamic control of a make-to-stock produc-
tion/inventory system, in which multiple types of products are produced and stored in inventory
to satisfy customer demand. Customers are price-sensitive in the sense that the demand arrival
processes depend on the prices of the products. A customer’s demand is satisfied if the desired
product is available in the inventory; otherwise, the customer waits in a queue or the manager
may decide to outsource the new order if too many orders are waiting. The cost of outsourcing
a customer order is fixed. Products held in the inventory incur inventory holding costs, and
customers waiting for products incur waiting costs. The objective of the system manager is
to maximize the long-run average profit by dynamically making three types of decisions: pric-
ing, outsourcing (whether to outsource a new order or not), and scheduling (which product to
prioritize in the production process).
The above system, with linear holding/waiting cost functions, was recently proposed and

analyzed by Ata and Barjesteh [2], which generalized the classical model in Wein [33] by incorpo-
rating pricing and outsourcing decisions. In general, the problem of finding the optimal control
policy for the system is analytically intractable. Hence, Ata and Barjesteh [2] considered the
heavy-traffic regime (see, e.g., Harrison [17]), where both system capacity and demand are large,
with server utilization close to one, and conducted an approximate analysis. They formulated
and analyzed the corresponding Brownian control problem (BCP), that is, the limiting control
problem associated with Brownian motions. Then they interpreted the solutions of the BCP
in the context of the original control problem for the make-to-stock system. Although Ata and
Barjesteh [2] illustrated the effectiveness of their policy via simulation studies, they did not
analyze their proposed policy directly for the original system.
In this paper, we consider the above system with both linear and strictly convex hold-

ing/waiting cost functions. We propose a dynamic control policy and theoretically prove its
asymptotic optimality in the heavy-traffic regime. We also establish general results on the exis-
tence and tightness of stationary distributions for multi-class make-to-stock systems under a
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more general family of policies. These steady-state results do not depend on the holding/waiting
cost functions; hence they are of independent interest and may be used to analyze multi-class
make-to-stock systems under other scheduling policies. Despite being closely related to Ata and
Barjesteh [2], our study is significantly different in several aspects.
First, our focus is to propose a policy and prove its asymptotic optimality for multi-class

make-to-stock systems modeled by multi-dimensional continuous-time Markov chains with dis-
crete state spaces. By contrast, their focus is to solve the Bellman equation for the BCP, and
then use the continuous state solution to inform a policy. They do not prove the asymptotic
optimality of their policy. As such, we must employ new methods that are totally different from
theirs. Specifically, we develop a new method by combining the lower bound approach with
steady-state State Space Collapse (SSC) to prove the asymptotic optimality of our proposed
policy for the multi-class make-to-stock system. To the best of our knowledge, our paper is
the first to use such a method to analyze a production/inventory system. The lower bound
approach (also known as the verification theorem) is a standard approach to analyze BCPs
with continuous states; see, e.g., Harrison and Taksar [18] and Dai and Yao [11]. We adapt
the method to analyze our make-to-stock systems with discrete states. Depending on whether
products are held in inventory or customer orders are waiting, the system states can be either
positive or negative, which results in several difficulties for the steady-state analysis of the
underlying multi-dimensional Markov chains. To prove the existence of stationary distributions,
we use the Foster-Lyapunov criteria (see, e.g., Meyn and Tweedie [22]), and to establish the
tightness of stationary distributions, we adopt the approach in Gamarnik and Zeevi [14] to
obtain tail bounds for stationary distributions. Despite using standard frameworks, because the
system states can be either positive or negative, difficulties come in the form of carefully design-
ing appropriate Lyapunov functions, which require us to explore the details of the proposed
policies. To prove the steady-state SSC, we apply the framework in Bramson [5] to establish
uniform attractions of the hydrodynamic limits, with the difficulty mainly lying in a detailed
analysis of different scenarios for the systems under the proposed policy.
Second, our proposed policy has some important differences compared to Ata and Barjesteh

[2]. When the holding/waiting cost functions are linear, our proposed policy is almost identical
to their policy. However, there is an important difference in the outsourcing decision, where
we will not outsource an order if the inventory level of the only class to be outsourced exceeds
the safety stock. Although our outsourcing decision is intuitive, it cannot be derived from the
corresponding BCP, and this difference appears to be essential to the construction of Lyapunov
functions in the steady-state analysis. When the holding/waiting cost functions are strictly
convex, the pricing and outsourcing policies share similar structures as in the linear cost setting.
However, the scheduling policy is different and extends the generalized cµ rule (van Mieghem
[31]) to make-to-stock systems with both positive and negative states.
Third, we consider both linear and strictly convex holding/waiting cost functions, while Ata

and Barjesteh [2] only consider linear holding/waiting cost functions. There are many appli-
cations that motivate convex holding/waiting costs; see, e.g., Dai and Yao [11], Mandelbaum
and Stolyar [21], and van Mieghem [31]. Mathematically, generalization from linear to strictly
convex cost functions for our problem is non-trivial, as additional technical difficulties arise
from the analysis of certain free-boundary problems. In Ata and Barjesteh [2], the authors
derive the Bellman equation for the BCP, which consists of an ordinary differential equation
(ODE) with several free boundary conditions. They solve this free-boundary ODE explicitly
by solving a Riccati equation, and relying on the linear cost structure. By contrast, we need
to consider more general free-boundary ODEs to incorporate both linear and strictly convex
holding/waiting cost functions. The solution to the new ODEs plays an important role in deter-
mining the parameters of our proposed policy and establishing its asymptotic optimality. We
contribute to the literature by proving the existence of a unique smooth solution to this new
class of free-boundary ODEs.
Our contributions. To summarize, although the contribution of modeling is credited to

Ata and Barjesteh [2] and our proposed policy is inspired by theirs, we still make the following
significant contributions:
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1. We propose a policy for a multi-class make-to-stock system with linear or strictly convex
holding/waiting cost functions, and establish the asymptotic optimality of the policy.
2. We establish general results on the existence and tightness of the stationary distributions

of the inventory processes. These results do not rely on the structures of holding/waiting cost
functions, and may thus be applicable to analyze other policies.
3. Our proof illustrates how to combine the lower bound approach with steady-state SSC to

analyze discrete-state production/inventory systems with both positive and negative states.

1.1. Literature Review We survey relevant studies and explain the difference between
our work and the existing literature. For a comprehensive literature review on make-to-stock
systems, see Ata and Barjesteh [2].
The earlier work on the scheduling of multi-class make-to-stock systems includes Zheng and

Zipkin [36]. It is generally difficult to derive exact solutions for the optimal dynamic scheduling
policy for multi-class make-to-stock systems. As such, Wein [33] considers the heavy-traffic
regime and solves a related BCP to propose a scheduling policy for the systems. These papers do
not consider pricing and outsourcing decisions as in our work. Dynamic pricing has been studied
in Xu and Chao [35] for a make-to-stock production system selling a single-type product. They
obtain an optimal pricing and production control policy for the system.
In a broader context, our work is related to the asymptotic analysis of production/inventory

systems; see, e.g., Plambeck and Ward [26], Reiman and Wang [30] and a recent survey paper
Goldberg et al. [16]. Reiman and Wang [30] study multi-product assemble-to-order (ATO)
systems and propose a policy that is asymptotically optimal when the lead time grows. Our
paper considers the heavy-traffic regime, where demand and system capacity both grow, which is
more related to Plambeck andWard [26]. Plambeck and Ward [26] study the optimal control of a
high-volume ATO system with the objective of maximizing expected infinite horizon discounted
profit. They prove the asymptotic optimality of their proposed policy in the heavy-traffic regime.
Our work differs from theirs in that we consider a different system and focus on long-run average
profit as the objective. This, in turn, leads to a different method of analysis, where steady state
analysis plays an important role in our work but not in theirs.
The outsourcing and scheduling decisions are related to admission control and dynamic

scheduling in queueing systems. Concerning admission control, Plambeck et al. [25] show that
for a multi-class single-server queueing system, to asymptotically achieve a desired bound on
the throughput, it is enough to reject one class of customers. Ward and Kumar [32] develop
an asymptotically optimal admission control of a GI/GI/1 queue with impatient customers in
heavy traffic. Our model is different from theirs. Concerning dynamic scheduling, for a single-
server queue with a convex waiting cost function, van Mieghem [31] establishes the asymptotic
optimality of the generalized-cµ rule, and Mandelbaum and Stolyar [21] generalize the work of
van Mieghem [31] to the parallel-server setting. In our paper, the scheduling policy also has
a form of the generalized-cµ rule when the state cost functions are convex. However, different
from the model in van Mieghem [31] where the states are non-negative, the system states in
our model can be either positive or negative, which complicates the analyses. The long-run
average objective we consider is also related to the ergodic control of queueing systems. For
instance, Budhiraja et al. [6] prove that near–optimal control policies in an associated diffu-
sion control problem can be used to construct asymptotically optimal rate control policies for
the original single-class queueing networks; Huang and Gurvich [19] show that the service rate
derived from an intuitive BCP is universally nearly optimal for a single-server queueing system;
Arapostathis et al. [1] consider the scheduling problem in a many-server queue. Although the
lower bound approach has also been applied in the latter two papers, we combine the approach
with a thorough steady-state analysis and SSC in stationarity to analyze a complex make-to-
stock production/inventory system. Recently, Gao et al. [15] adopt our approach to analyze
omnichannel service systems.
Organization. The rest of the paper is organized as follows. We describe the model in

Section 2, and introduce the heavy traffic framework in Section 3. We introduce the proposed
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policy and present the main results in Section 4. We provide detailed guidelines on policy
implementation in Section 5. The asymptotic optimality of the proposed policy, and general
results about the steady states are established in Section 6. The paper is concluded in Section 7.
We leave the proofs of auxiliary results in the appendix.
Notation. All vectors are understood to be column vectors. For K ∈N, let DK be the space

of all RK-valued functions that are right continuous on [0,∞) and have left limits on (0,∞),
equipped with the Skorohod J1-topology. All the stochastic processes are assumed to have
sample paths in DK for an appropriateK. We use ⇒ to denote weak convergence. We use A⊂B
to mean that A is a strict subset of B. For a sequence of functions fn(·) ∈ DK , fn(t)→ f(t)
u.o.c. as n→∞ means that fn(t) uniformly converges to f(t) on compact sets.

2. A Multi-Class Make-to-Stock System We consider a make-to-stock system as in
Ata and Barjesteh [2], adopting their notation and terminology with slight modifications to
accommodate our analysis. The system sells K types of products to customers, and each cus-
tomer order needs one product. A customer order is class k if a type k product is needed. In
the following, we will use the terms “customer order” and “order” interchangeably. Denote by
K := {1, . . . ,K}.

The make-to-stock system is modeled as a multi-class single-server queueing system. Let
E(·) = {(Ek(t));k ∈ K, t ≥ 0} be the arrival process of orders, with Ek(t) being the number
of class k orders that arrived by time t. We assume the process Ek(·) = {Ek(t); t ≥ 0} is a
non-homogeneous Poisson process with the rate to be controlled, that is,

Ek(t) =Nk

(∫ t

0

λk(s)ds

)
,

where Nk(·) = {Nk(t); t ≥ 0} is a unit rate Poisson process. The arrival rate vector λ(t) =
(λk(t);k ∈ K) is to be controlled, and the values can be chosen from a set L ⊂ RK+ (with the
usual topology). We assume that interior(L) is not empty, so L is not allowed to be a set of
discrete points. The manager can control the arrival rate λ(t) by controlling the price vector
p(t) = (pk(t);k ∈K), which can choose values from another set P ⊂RK+ . Here pk(t) is the unit
price of product k at time t. Assume that there is a non-negative demand function Λ : P →L
so that λ(t) = Λ(p(t)) for t≥ 0, and a unique inverse demand function Λ−1 : L→P such that
p(t) = Λ−1(λ(t)), then there is a one-to-one relationship between p(t) ∈ P and λ(t) ∈ L. As a
result, in the following we consider the control of the arrival rates λ(·).
Customer orders may be outsourced to avoid long waiting times. Denote by O(·) = (Ok(·);k ∈

K) the K-dimensional outsourcing process, with Ok(t) being the number of class k orders
outsourced up to time t. Introduce a random variable ξki for the ith class k order to indicate
whether that order is outsourced (ξki = 1) or not (ξki = 0). Then

Ok(t) =

Ek(t)∑
i=1

ξki. (1)

The actual number of class k orders accepted by time t is then

Ak(t) =Ek(t)−Ok(t).

The production time of each class k product is assumed to be exponential with rate µk. For
k ∈K, let Sk(t) denote the number of class k products produced until time t if the system were
to continuously work on class k products up to time t. Then for k ∈K, Sk(·) = {Sk(t) : t≥ 0} is a
Poisson process with rate µk. It is assumed that Nk(·), k ∈K, and Sk(·), k ∈K, are independent.
Let Tk(t) denote the cumulative amount of time the system is devoted to class k products until
time t, then the number of class k products produced by time t is

Fk(t) = Sk(Tk(t)).
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The manager makes dynamic scheduling decisions by determining T (·) = (Tk(·);k ∈K).
The system manager controls the system by deciding the arrival rate, outsourcing new orders,

and making scheduling decisions to maximize the long-run average profit. A dynamic control
policy is denoted by ψ = (λ,O,T ). Under a control policy ψ, denote by Qk(t,ψ) the inventory
level of class k products at time t, for k ∈K. As the policy will be clear from the context, we
will drop the notation ψ for brevity. If Qk(t)≥ 0, it denotes the number of class k products in
inventory; if Qk(t)< 0, its absolute value denotes the number of class k orders waiting. Then
the dynamics of the inventory process Qk(·) = {Qk(t) : t≥ 0} is

Qk(t) =Qk(0)+Fk(t)−Ek(t)+Ok(t).

We also introduce C(t) to indicate the product class that is currently in production. That
is, C(t) = k, k ∈ K, means the system is producing a class k product at time t, and C(t) = 0
means that the system is idle. The system state process is X(·) = {X(t); t ≥ 0}, with X(t) =
(Q1(t), . . . ,QK(t),C(t)).
Introduce the process I(·) = {I(t); t≥ 0}, with I(t) = t−

∑
k∈K Tk(t) for t≥ 0, which is the

cumulative idle time of the system by time t.

Definition 1. A control policy ψ = (λ,O,T ) is said to be feasible if it is non-anticipating
with respect to X, λ(t)∈L for t≥ 0, and
1. I(·), T (·),O(·) are non-decreasing with I(0) = T (0) =O(0) = 0;
2. I(·), T (·) are continuous.

We will focus on feasible Markov control policies1. To describe the Markov control policies, we
introduce process ξ(·) = (ξk(·), k ∈K) with ξk(·) = {ξk(t); t≥ 0}, in which ξk(s−) indicates the
outsourcing decision for a virtual new class k order arriving at time s: if ξk(s−) = 1 and a class
k order arrives at s, then that order is outsourced; if ξk(s−) = 0, then that order is accepted.
For convenience, to avoid two (unnecessary) changes in the system state simultaneously (i.e.,
the inventory first decreases by one due to an order arrival at s and then increases by one if the
order is outsourced at s), we use ξk(s−) instead of ξk(s) to indicate the outsourcing decision
is made with the information before time s. Denote by τki the arrival epoch of the ith class k
order. Then ξki = ξk(τki−), and from (1) we have

Ok(t) =

∫ t

0

ξk(s−)dEk(s). (2)

From (2), controlling Ok(·) is done by controlling the process ξk(·).

Definition 2. A policy ψ = (λ,O,T ) is called a deterministic Markov control policy if
(λ(t), ξ(t)) can be represented as a measurable function, from RK+1 to R2K , of X(t). For nota-
tional brevity, in the following, we use (λ(·), ξ(·)) to denote the corresponding measurable
function, hence (λ(t), ξ(t)) = (λ(X(t)), ξ(X(t))).

Denote by Π the set of all feasible deterministic Markov control policies. Hereafter, we use
the term Markov policies to mean deterministic Markov policies. Note that although a policy
ψ = (λ,O,T ) has three parts, we only assume that (λ(t), ξ(t)) are functions of X(t). This is
because Tk(t) =

∫ t
0
1{C(s)=k}ds for k ∈K. From this, controlling T (·) is equivalent to controlling

C(·) = {C(t); t≥ 0}, which is part of the system state process X(·).
Under a Markov control policy, one can verify that the process X(·) is a continuous-time

Markov chain with countable state space S = ZK × (K∪{0}). Denote by ν the distribution of
X(0), which is the initial state of X(·).

1 Owing to the Poisson arrivals and exponential production times, the control problem we consider fits within the
framework of semi-Markov decision processes, and one may restrict attention to (randomized) Markov policies for
optimizing the long-run average costs (see, e.g., Theorem 11.1.1 in Puterman [29]). Theorem 2 holds for random-
ized Markov policies, where the randomization of actions is allowed at the discrete decision epochs corresponding
to the occurrence of an event. For notational simplicity, we focus on deterministic Markov policies.
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Denote by δk the variable cost of producing a class k product, and a vector δ = (δk)k∈K. We
assume that the production cost for a customer is incurred upon the customer arrival epoch.
Then the total self-production costs for all products until time t is

∑K

k=1 δk(Ek(t) − Ok(t)).
In addition, since outsourcing is generally more expensive than self-production, we denote the
unit outsourcing cost for class k products by δk + ϑk, where ϑk ≥ 0 is interpreted as the cost
in excess of the self-production cost. For simplicity, we call ϑk the unit outsourcing cost. Then
the total outsourcing cost until time t is

∑K

k=1(δk + ϑk)Ok(t). Furthermore, when a class k
customer arrives at time s, the customer is charged with price pk(s−); hence the total revenue
from all products until time t is

∫ t
0
p(s−) · dE(s) =

∑K

k=1

∫ t
0
pk(s−)dEk(s). By combining these

three parts, we obtain that the cumulative revenue minus the production and outsourcing costs
until time t is∫ t

0

(p(s−)− δ) · dE(s)−
∑
k∈K

ϑkOk(t) =

∫ t

0

(Λ−1(λ(s−))− δ) · dE(s)−
∑
k∈K

ϑkOk(t).

The state cost function of class k, qk : R→ R+, comprises inventory holding and customer
waiting costs. We assume that for k ∈ K, qk(x) is strictly decreasing on (−∞,0] and strictly
increasing on [0,∞), with qk(0) = 0. We consider two types of state cost functions: (1) for k ∈K,
qk(x) is strictly convex, and (2) for k ∈K, qk(x) is linear on (−∞,0] and linear on [0,∞).
Then the state cost until time t is

∫ t
0

∑
k∈K qk(Qk(s))ds. Hence, the expected cumulative

profit process associated with initial distribution ν and policy ψ= (λ,O,T ) is

V (t, ν,ψ) =Eν

[∫ t

0

(
Λ−1(λ(s−))− δ

)
· dE(s)−

∫ t

0

∑
k∈K

qk(Qk(s))ds−
∑
k∈K

ϑkOk(t)

]
.

The system manager seeks to find a feasible Markov control policy to maximize the long-run
average profit, that is,

max
ψ∈Π

lim inf
t→∞

1

t
V (t, ν,ψ). (3)

Define the profit rate function r as follows:

r(x) = x′(Λ−1(x)− δ), x∈L,

where δ = (δk) and recall that δk is the variable cost of producing a class k product. One can
verify that

∫ t
0
(p(s−)− δ) ·d(E(s)−

∫ s
0
λ(u)du) is a martingale. Together with the fact that λ(·)

(because λ(·) = λ(X(·))) has only countable jumps, one has

Eν
[∫ t

0

(p(s−)− δ) · dE(s)

]
=Eν

[∫ t

0

r(λ(s))ds

]
.

Hence,

V (t, ν,ψ) =Eν

[∫ t

0

r(λ(s))ds−
∫ t

0

∑
k∈K

qk(Qk(s))ds−
∑
k∈K

ϑkOk(t)

]
.

Following Ata and Barjesteh [2], we also consider the static planning problem:

maximize r(λ) subject to λ∈L. (4)

We assume r(·) is twice continuously differentiable on L and the problem (4) has a unique
optimal solution λ∗ ∈ interior(L) with

∑
k∈K λ

∗
k/µk = 1. That is, ignoring the randomness in

the system, the profit maximizing demand rate from problem (4) makes the system critically
loaded. Note that since L⊂RK+ , we have λ∗

k > 0 for k ∈K. We also assume the Hessian matrix
of r, ∇2r(·), is continuous at point λ∗ and that ∇2r(λ∗) is negative definite.
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3. Heavy Traffic Framework Problem (3) is difficult to solve. Ata and Barjesteh [2]
solved a related BCP and proposed a policy for the linear holding/waiting cost case. We will
adopt the same heavy traffic framework with slight modifications. Different from Ata and
Barjesteh [2], where the effectiveness of their policy is illustrated numerically but not rigorously
analyzed for discrete-state make-to-stock systems, our purpose is to establish the asymptotic
optimality of a feasible Markov control policy for discrete-state systems with either linear or
strictly convex holding/waiting cost functions. See Assumption 1 below for more details.
We consider a sequence of make-to-stock systems as above, under an asymptotic framework

known as the conventional heavy traffic regime. The systems are indexed by n∈N. The relevant
parameters and processes in the nth system will be appended with a superscript n. For example,
the control in the nth system is denoted by ψn = (λn,On, T n), in which λn is the arrival rate
process to the nth system, T nk records the time allocated to producing class k products, and
On
k denotes the number of outsourced class k orders. The outsourcing process of class k orders

On
k (t) =

∫ t
0
ξnk (s−)dEn

k (s), hence the control of On is done via ξn. We follow Ata and Barjesteh
[2] and consider the arrival rate λn(t) of the form:

λn(t) = nλ∗ +
√
nζn(t),

with ζn :R+ →RK . The control of λn(·) is done via ζn(·), hence we will write the control as ψn =
(ζn,On, T n). Slightly different from Ata and Barjesteh [2], we assume the production rate to be
µnk = nµk. This is mainly for notational simplicity, and does not change the results. The system
state process in the nth system is denoted by Xn(·) = {Xn(t) := (Qn

1 (t), . . . ,Q
n
K(t),C

n(t)); t≥ 0},
whose initial state Xn(0) follows distribution νn. We will focus on feasible Markov control
policies, that is, (ζn(t), ξn(t)) can be represented as a measurable function of Xn(t).
Define the diffusion-scaled processes Q̃n(·) = {(Q̃n

1 (t), . . . , Q̃
n
K(t)); t ≥ 0} and Õn(·) =

{(Õn
1 (t), . . . , Õ

n
K(t)); t≥ 0} with

Q̃n(t) =
Qn(t)√

n
, and Õn(t) =

On(t)√
n
.

Let X̃n(t) = (Q̃n(t),Cn(t)), where Cn(t) is unscaled and takes values in K∪{0}. Under a feasible
Markov control policy ψn, the process X̃n(·) is a continuous-time Markov chain with countable
state space S̃n = 1√

n
ZK × (K∪{0}). Let ν̃n be the distribution of the initial state X̃n(0).

Define ρk = λ∗
k/µk to be the nominal workload of class k orders for k ∈K. Let

X̃n
k (t) =

Snk (T
n
k (t))−µnkT

n
k (t)√

n
−
Nk(

∫ t
0
λnk(s)ds)−

∫ t
0
λnk(s)ds√

n
. (5)

and
Ỹ n
k (t) =

√
n(ρkt−T nk (t)).

Then the dynamics of Q̃n under a control policy ψn is

Q̃n
k(t) =Q̃

n
k(0)+

Snk (T
n
k (t))√
n

− En
k (t)√
n

+ Õn
k (t)

=Q̃n
k(0)+

Snk (T
n
k (t))−µnkT

n
k (t)√

n
−
Nk(

∫ t
0
λnk(s)ds)−

∫ t
0
λnk(s)ds√

n
+ Õn

k (t)

+
µnk(T

n
k (t)− ρkt)+nλ∗

kt−
∫ t
0
λnk(s)ds√

n

=Q̃n
k(0)+ X̃n

k (t)−µkỸ
n
k (t)−

∫ t

0

ζnk (s)ds+ Õn
k (t).

(6)

We also define the one-dimensional nominal workload process W̃ n(·) = {W̃ n(t); t≥ 0} with

W̃ n(t) :=
∑
k∈K

Q̃n
k(t)

µk
, for t≥ 0. (7)
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Define Ĩn(t) :=
∑

k∈K Ỹ
n
k (t). Using

∑
k∈K ρk = 1, one has Ĩn(t) =

√
n(t−

∑
k∈K T

n
k (t)) =

√
nIn(t),

where In(·) is the cumulative idle time process. Then from Equations (6) and (7), for t≥ 0,

W̃ n(t) = W̃ n(0)+
∑
k∈K

X̃n
k (t)

µk
− Ĩn(t)−

∫ t

0

∑
k∈K

ζnk (s)

µk
ds+

∑
k∈K

Õn
k (t)

µk
. (8)

Following Ata and Barjesteh [2], we assume Λn(x) = nΛ(x), then (Λn)−1(nx) = Λ−1(x). The
variable cost of producing δ = (δk) is assumed to be independent of n and hence will not be
scaled. Then the resulted profit rate function rn(nx) = nr(x). The unit outsourcing cost (in
excess of the self-production cost) ϑnk is assumed to vary with n: ϑnk =

rk√
n
, where rk is a given

constant for each k.
We assume that the state cost function qnk (x) in the nth system is given by

qnk (x) = gk(x/
√
n).

Here the functions gk(·) :R→R+ are assumed to be one of the following two types:

Assumption 1 (State cost functions). 1. Strictly convex: for each k ∈K, gk is strictly
convex, decreasing on (−∞,0] and increasing on [0,∞), with gk(0) = 0. Furthermore, gk(·) is a
sub-polynomial function, that is, there exist constants m∈N and c > 0 such that

gk(x)≤ c(1+ |x|m), for x∈R.

2. Linear: there exist positive constants hk, bk > 0, k ∈K, such that for k ∈K and x∈R,

gk(x) =

{
hkx, x≥ 0,
−bkx, x < 0.

We assume that there is a unique class minimizing hkµk and a unique class maximizing bkµk.

Then the expected cumulative profit process associated with policy ψn is

V n(t, νn,ψn) =Eνn

[∫ t

0

(
(Λn)−1(λn(s))− δ

)
· dEn(s)−

∑
k∈K

∫ t

0

qnk (Q
n
k(s))ds−

∑
k∈K

ϑnkO
n
k (t)

]

=Eνn

[∫ t

0

nr(λ∗ + ζn(s)/
√
n)ds−

∑
k∈K

∫ t

0

qnk (Q
n
k(s))ds−

∑
k∈K

ϑnkO
n
k (t)

]
.

Here, Eνn denotes the expectation conditioned on that the initial state Xn(0) follows νn.
From (4), nr(λ∗)t serves as an upper bound on the V n(t, νn,ψn). Maximizing V n(t, νn,ψn)

is equivalent to minimizing the deviation of V n(t, νn,ψn) from nr(λ∗)t, which is

Ṽ n(t, ν̃n,ψn) =nr(λ∗)t−V n(t, νn,ψn)

=Eνn

[∫ t

0

n · (r(λ∗)− r(λ∗ + ζn(s)/
√
n))ds+

∑
k∈K

∫ t

0

qnk (Q
n
k(s))ds+

∑
k∈K

ϑnkO
n
k (t)

]

=Eν̃n

[∫ t

0

n · (r(λ∗)− r(λ∗ + ζn(s)/
√
n))ds+

∑
k∈K

∫ t

0

gk(Q̃
n
k(s))ds+

∑
k∈K

rkÕ
n
k (t)

]
,

where Eν̃n denotes the expectation conditioned on that X̃n(0) follows ν̃n. Define

cn(y) := n(r(λ∗)− r(λ∗ + y/
√
n))≥ 0, y ∈RK . (9)

Then we have

Ṽ n(t, ν̃n,ψn) =Eν̃n

[∫ t

0

cn(ζn(s))ds+
∑
k∈K

∫ t

0

gk(Q̃
n
k(s))ds+

∑
k∈K

rkÕ
n
k (t)

]
. (10)
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In the following, we will call Ṽ n(t, ν̃n,ψn) the expected loss (due to randomness and the controls)
under an initial state distribution ν̃n and a control ψn. The long-run average expected loss for
a given control policy ψn is defined by

Ṽ n(ν̃n,ψn) := limsup
t→∞

1

t
Ṽ n(t, ν̃n,ψn). (11)

We will focus on feasible Markov control policies. For technical reasons, we also assume that
the arrival rate cannot change in the order of n to simplify the analysis.

Definition 3. A sequence of policies {ψn} is called asymptotically admissible if for each
n, ψn ∈Πn, that is, ψn is a feasible Markov control policy of the nth system, and there exists a
sequence of non-negative numbers {an} with limn→∞ an = 0, such that supt≥0 ∥ζn(t)/

√
n∥ ≤ an

almost surely for all n≥ 1. This implies supt≥0 ∥ζn(t)∥= o(
√
n) almost surely.

Denote by Π̄ the set of sequences of control policies that are asymptotically admissible.

Definition 4 (Asymptotic optimality). A sequence of policies {ψn∗ } is asymptotically
optimal if it is asymptotically admissible, and for any other sequence of policies {ψn} ∈ Π̄,

lim inf
n→∞

Ṽ n(ν̃n,ψn)≥ limsup
n→∞

Ṽ n(ν̃n,ψn∗ ) (12)

for any sequence of initial distributions {ν̃n}, with each ν̃n having a finite (2m+1)-th moment.

The moment assumption on {ν̃n} holds if the system starts from any fixed state.

4. Main Results In this section, we propose a sequence of control policies {ψn∗ } and
establish its asymptotic optimality. We first introduce an ODE in Section 4.1, which will help
us identify several parameters of the policy. Then we describe the proposed policy and state
our main result (Theorem 1) in Section 4.2.

4.1. An ODE For each w ∈R, consider the following minimization problem:

h(w) := min
x∈RK

∑
k∈K

gk(xk)

s.t.
∑
k∈K

xk
µk

=w.
(13)

Denote by x∗ = (x∗
1, . . . , x

∗
K) an optimal solution if it exists. It is clear that x∗ depends on w.

The following existence and uniqueness results are standard; see van Mieghem [31].

Lemma 1. For state cost functions gk, k ∈K, satisfying Assumption 1 and any fixed w ∈R,
there exists a unique optimal solution x∗ to (13). Introduce the lifting function Γ(·) by Γ(w) :=
x∗. Then the function Γ(w) = (Γ1(w), . . . ,ΓK(w)) is well defined, and

h(w) =
∑
k∈K

gk(Γk(w)). (14)

Define a column vector m= (mk)k∈K, where mk = 1/µk for each k, and let H =−∇2r(λ∗)/2.
Recall that ∇2r(λ∗) is the Hessian matrix of r at λ∗ and is assumed to be negative definite,
hence H is positive definite. Define the effective outsourcing cost κ as follows:

i∗ = argmin

{
rk
mk

: k ∈K
}

and κ=
ri∗

mi∗
. (15)

If there are multiple i∗ minimizing rk
mk

, we specify i∗ to be the minimum index.
The following lemma identifies some parameters that we will use in the proposed policies. Its

proof can be found in Section F. To facilitate the presentation, we define

c(u) :=min{x′Hx :m′x= u,x∈RK}= 1

m′H−1m
u2, for u∈R, (16)

where the last equality is due to Lemma 1 of Ata and Barjesteh [2].
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Lemma 2. Let σ2 =
∑

k∈K
2λ∗k
µ2
k
. Then there exist unique constants l∗ < 0< u∗, γ

∗ > 0 and a

unique (up to an additive constant) real-valued function Φ ∈ C2(R) satisfying the differential
equation:

σ2

2
Φ′′(x)− m′H−1m

4
(Φ′(x))2 +h(x) = γ∗, x∈ (l∗, u∗), (17)

and Φ′(x)∈ [−κ,0] for all x∈R, with Φ′(x) =−κ for x≤ l∗, Φ
′(x) = 0 for x≥ u∗, and Φ′′(x) = 0

for x /∈ (l∗, u∗). As a consequence, there exists a positive constant C such that for any u,x∈R:

σ2

2
Φ′′(x)−uΦ′(x)+ c(u)+h(x)≥ γ∗, (18)

−κ≤Φ′(x)≤ 0, |Φ′′(x)| ≤ C. (19)

In addition, Φ′′′(x) exists almost everywhere and |Φ′′′(x)| ≤C whenever it exists.

It is clear that (17) is essentially a first-order ODE for the unknown function Φ′(·). Such an
equation falls in the class of Riccati equations, which are first-order ODEs that are quadratic
in the unknown functions. Note that γ∗ and the boundary points l∗ and u∗ of the ODE (17) are
also unknown and need to be determined. Therefore, we call the ODE a free-boundary ODE
as in Dai and Yao [11]. If h is derived from the linear state cost functions gk, then Ata and
Barjesteh [2] provided the closed-form expressions of Φ and the constants l∗, u∗, γ

∗ (see Section
6.3 there). However, if h is derived from the strictly convex state cost functions gk, to the best
of our knowledge, closed-form expressions are unavailable for the function Φ or the constants
l∗, u∗, γ

∗. We provide a numerical solution to this free-boundary ODE in Section 5.1.

4.2. The Proposed Policies We propose a sequence of feasible Markov control policies
{ψn∗ } with ψn∗ applied to the nth system. In the three parts of policy ψn∗ , the arrival rate control
and outsourcing decisions have the same structure for both types of state cost functions, while
the scheduling decision depends on whether the state cost functions are linear or strictly convex.
Following Wein [33] and Ata and Barjesteh [2], we adopt the concept of safety stock from the
inventory management literature, and denote by a non-negative integer αk the safety stock for
class k. These parameters αk are assumed to be independent of n.

The details of the proposed policy ψn∗ are as follows:

1. Arrival rates: Given the nominal workload process W̃ n(t) in (7), Φ, l∗ and u∗ in Lemma 2,
the proposed arrival rate vector is λn∗ (t) = nλ∗ +

√
n · ζn∗ (t) with

ζn∗ (t) =
H−1m

2
Φ′
(
l∗ ∨ (W̃ n(t)∧u∗)

)
. (20)

2. Outsourcing: If W̃ n(t)≤ l∗ < 0 and Qn
i∗(t)≤ αi∗ , then outsource new class i∗ orders at time

t; otherwise, do not outsource any new order.

3. Scheduling: First identify Cn(t), the set of candidate classes at time t: if
∑

k∈K
(Qn

k (t))
+

µk
>

un =
√
nu∗, let Cn(t) = {k ∈K :Qn

k(t)<αk}; otherwise, let Cn(t) =K. The scheduling decision
depends on the structure of the state cost functions:

(a) Strictly convex: when the system is ready to produce a new product, it will work on
class argmink∈Cn(t) g

′
k(Q̃

n
k(t))µk.

(b) Linear: let N n(t) = {k ∈ Cn(t) :Qn
k(t)< αk}. When the system is ready to produce a

new product, if N n(t) ̸= ∅, then it will work on class argmaxk∈Nn(t) bkµk; otherwise, it will work
on class argmink∈Cn(t) hkµk.

We will append a subscript ∗ to processes under the proposed policy ψn∗ . For example, X̃n∗ (·) =
{X̃n∗ (t); t≥ 0} is the (scaled) system state process under policy ψn∗ . Note that Φ′ is nonpositive,

hence for all t,
∑

k∈K
λnk∗(t)
µn
k

=
∑

k∈K
λ∗k
µk

+ m′H−1m
2
√
n

Φ′
(
l∗ ∨ (W̃ n(t)∧u∗)

)
≤ 1.
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Remark 1. In the case of strictly convex state cost functions, if Q̃n
k(t)< 0, then g′k(Q̃

n
k(t))<

0; if Q̃n
k(t) > 0, then g′k(Q̃

n
k(t)) > 0. As a result, for both types of state cost functions, if the

inventory of class k reaches its safety stock, that is, Qn
k(t)≥ αk, and there exists another class

j such that Qn
j (t)< 0, then the system will not produce new class k products. This observation

will be used frequently in the proofs.

Remark 2 (Safety stocks). Note that Cn(t) = ∅ means that there is no candidate class
at time t, which implies that the system will become idle if it finishes producing a product

at time t. This happens if and only if
∑

k∈K
(Qn

k (t))
+

µk
> un =

√
nu∗ and Qn

k ≥ αk for all k ∈ K.

Intuitively, this means that when all classes have enough products on hand (more than the
safety stock) and the nominal workload is too large (above a threshold), then there is no risk
of being out of stock and hence the system should stop working. Note that the system will
keep working if at least one class has an inventory level lower than the safety stock, even if the
nominal workload is too large. For the setting with linear state cost functions, if there are not
enough products on hand for some classes (i.e., less than the corresponding safety stocks), then
the system will give priority to these classes. These observations are consistent with the usual
strategy in inventory management to reduce the risk of running out of stock. We also emphasize
that the theoretical results in our paper apply for a fixed set of safety stock levels that can be
chosen arbitrarily, for instance, one can take αk = 0 for all k ∈ K. On the other hand, when
policy ψn∗ is implemented in a make-to-stock system, its performance may depend on the choice
of (αk). The best (αk) can be computed by using a simulation-based search (as in Wein [33]
and Ata and Barjesteh [2]), where one varies (αk) and compares the corresponding long-run
average profit in the simulation of the make-to-stock systems under the proposed policy ψn∗ .

Remark 3 (Difference from Ata and Barjesteh [2]). For the setting with linear
state cost functions, our policy is almost identical to the one in Ata and Barjesteh [2], except
that in the outsourcing part, we have the additional requirement Qn

i∗(t)≤ αi∗ . This requirement
is intuitive because if class i∗ has many products on hand (higher than the safety stock), it
is better to reduce its inventory level and hence not outsource its orders. Mathematically, we
need this additional requirement when constructing Lyapunov functions to prove the existence
of the stationary distributions of the inventory processes (Proposition 1 in Section 6.1), and
when establishing the properties of the hydrodynamic limit (Lemma 13 in Appendix D). In
particular, we use the requirement Qn

i∗(t)≤ αi∗ in Case (2b)-(ii) in the proof of Proposition 1,
and in the proof of item 2(a) of Lemma 13. It is unclear how these results can be proven without
this additional requirement. On the other hand, we also remark that in our simulation study,
the system performances under our policy and the policy in Ata and Barjesteh [2] are very close
(see Appendix G for details).

Remark 4 (Consistency). If αk = 0 for all k ∈K, then the scheduling policies are consis-
tent for both cases, because for the linear state cost functions, bk and hk are the corresponding
derivatives of the state cost rate functions. Note that the scheduling component of the policy in
the setting with strictly convex holding/waiting cost functions is a form of the generalized-cµ
rule (van Mieghem [31]). If there exists a class k such that αk > 0, then the policies can be
different: when there are customers waiting, in the linear cost case the system may work on a
class with a positive inventory if this class has the largest bkµk in N n(t) (and the queue length
of this class satisfies 0<Qn

k(t)<αk), while in the strictly convex case, the system will always
work on a class with customers waiting, as discussed in Remark 1.
Our main result is the following theorem.

Theorem 1 (Asymptotic optimality). Suppose Assumption 1 holds. Then the sequence
of policies {ψn∗ } is asymptotically optimal.

In view of (12), the theorem claims that for any initial distribution ν̃n, the long-run aver-
age deviation of profit from the upper bound of the nth system is asymptotically minimized
under policy ψn∗ ; this is equivalent to that the long-run average profit of the nth system is
asymptotically maximized under policy ψn∗ , for any initial distribution ν̃n.
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5. Policy Implementation In this section, we provide a guideline on how to interpret
and implement the policies obtained from the heavy traffic analysis to one specific system.

5.1. A Numerical Solution to the Free-Boundary ODE (17). The proposed policy
in Section 4.2 requires the inputs Φ′, l∗ and u∗ from the free-boundary ODE (17). In this
section, we propose a numerical method to solve this free-boundary ODE. Our method works
for both linear and convex state cost functions. In the case of linear state cost functions, Ata
and Barjesteh [2] provided an analytical solution to the free-boundary ODE.
We need the function h(·), which is defined in (13). When the holding/waiting costs are

strictly convex, we can obtain from (13) that h is the objective of a convex optimization prob-
lem with equality constraints. Hence, it can be efficiently solved using, for example, Newton’s
method; see [4, Chapter 10]. When the state cost functions are linear, the function h is piecewise
linear and explicit [2].
Denote v=Φ′, where Φ is given in Lemma 2. Then to solve the free-boundary ODE (17), we

need to numerically find the constants l∗ < 0<u∗, γ
∗ > 0 and a function v ∈C1[l∗, u∗] so that

1

2
σ2v′(x)− m′H−1m

4
v2(x)+h(x) = γ∗, for x∈ [l∗, u∗], (21)

subject to v(x)∈ [−κ,0] for all x∈ [l∗, u∗] and the boundary and smooth pasting conditions

v(l∗) =−κ, v(u∗) = 0, v′(l∗+)= 0, and v′(u∗−) = 0. (22)

Our method to numerically solve the free-boundary ODE (21)–(22) is built on the idea of
proving Lemma 2. We create three different modules, where Module 3 calls Module 2, Module
2 calls Module 1, and Module 3 serves as the ultimate algorithm.

1. Module 1: for input parameters (γ,w0), use an algorithm (e.g., the Runge-Kutta algorithm)
to solve the ODE on [−L,L]:

1

2
σ2w′(x)− m′H−1m

4
min(w2(x),M)+h(x) = γ, for x∈ [−L,L], (23)

subject to w(0) =w0,

where L is a large value so that [−L,L] serves as an approximation of R, and M is a constant
with M ≥ κ2, where κ is defined in (15). The outputs of Module 1 are as follows: (1) the
function w(·) (denoted by wγ,w0

(·)); (2) wmax(γ,w0) and xmax(γ,w0), its maximum value and
the maximizer on (0,L); and (3) wmin(γ,w0) and xmin(γ,w0), its minimum and the minimizer
on (−L,0).
2. Module 2: for any input w0 < 0, find the unique constant γ such that the function

wγ,w0
(·) generated from Module 1 satisfies wmax(γ,w0) = 0. This can be done by using the

bisection method; see Algorithm 1. The outputs of Module 2 are: (1) the constant γ, and (2)
(wγ,w0

(·), xmax(γ,w0),wmin(γ,w0), xmin(γ,w0)).
Note that by using (23), one can verify that wmax(0,w0)< 0 for w0 < 0. In Step 2 of Algo-

rithm 1, the existence of γu with wmax(γu,w0)≥ 0 is guaranteed by item 3 of Lemma 15 in the
appendix.
3. Module 3: based on Module 2, one can use the bisection method to search over w0 such

that wmin(γ,w0) =−κ, see Algorithm 2. Note that the desired w0 ∈ [−κ,0], see Lemma 2.

5.2. Policy Implementation for One Specific System

5.2.1. Policy Implementation for One Specific System The proposed policy in Sec-
tion 4.2 is obtained from heavy-traffic analysis, where one considers a sequence of make-to-stock
systems indexed by n. A natural question is how to interpret and implement this proposed
policy for a specific system. For such a system, we propose the following steps for policy imple-
mentation. Note that n is not used as an input parameter in the policy implementation below.
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Algorithm 1 Bisection for Module 2

Require: Accuracy parameter ϵ > 0.
1: Initially let γl = 0 and γu = 1;
2: Use Module 1 to get wmax(γu,w0).

If wmax(γu,w0)< 0, update γl to be the previous γu and γu to be twice the previous γu; and
return to the beginning of this step.
This step would yield γl and γu with wmax(γl,w0)< 0, and wmax(γu,w0)≥ 0.

3: Use the bisection method to get the desired γ:
Let γ0 =

γl+γu
2

and use Module 1 to get wmax(γ0,w0).
If wmax(γ0,w0) = 0, let γl = γu = γ0, stop;
Else-if wmax(γ0,w0)> 0, let γu = γ0;
Else let γl = γ0;
If γu − γl > ϵ, return to the beginning of this step; otherwise, let γ = γu+γl

2
, use Module 1

to get (wγ,w0
(·), xmax(γ,w0),wmin(γ,w0), xmin(γ,w0)), and stop.

Algorithm 2 Bisection for Module 3

Require: Accuracy parameter ϵ > 0.
1: Initially, let wl =−κ and wu = 0;
2: Let w0 =

wl+wu

2
, use Module 2 to get γ and (wγ,w0

(·), xmax(γ,w0),wmin(γ,w0), xmin(γ,w0));
3: If wmin(γ,w0) =−κ, let γ∗ = γ, v=wγ,w0

(·), l∗ = xmin(γ,w0) and u∗ = xmax(γ,w0); stop.
Else-if wmin(γ,w0)>−κ, let wl =wl and wu =w0;
Else let wl =w0 and wu =wu;
If wu−wl > ϵ, go to step 2; otherwise, let w0 =

wu+wl
2

, and use Module 2 to get γ, wγ,w0
(·),

xmin(γ,w0) and xmax(γ,w0). Let γ
∗ = γ, v =wγ,w0

(·), l∗ = xmin(γ,w0) and u∗ = xmax(γ,w0),
and stop.

1. First, estimate the system parameters. To emphasize that this is one specific system, we
attach a subscript 0 to the parameters. Specifically, the parameters include the profit rate
function r0(x) (which depends on the demand rate function and the self-production cost), the
production rate vector µ0 (or the mean production time vector m0), the state cost function

q0(x), and the unit outsourcing cost vector ϑ0. Let i
∗ = argmin

{
ϑ0k
m0k

: k ∈K
}

and denote by

κ0 =
ϑ0i∗
m0i∗

the effective outsourcing cost. Choose the safety-stock levels (αk). We also denote by

λ∗
0 the unique maximizer of the profit rate function r0(x) and the matrix H0 =−r′′0(λ

∗
0)/2.

2. Second, compute the function h0(·), where

h0(y) := min
x∈RK

∑
k∈K

q0k(xk)

s.t.
∑
k∈K

xk
µ0k

= y.
(24)

3. Third, solve the following free-boundary ODE and obtain the solution Φ0(·) and the two
boundary points l0∗ and u0∗:

1

2

∑
k∈K

2λ∗
0k

µ2
0k

×Φ′′
0(x)−

m′
0H

−1
0 m0

4
× (Φ′

0(x))
2 +h0(x) = γ∗, x∈ (l0∗, u0∗) (25)

with Φ′
0(x)∈ [−κ0,0] for all x, Φ

′
0(x) =−κ0 for x≤ l0∗, Φ

′
0(x) = 0 for x≥ u0∗, and Φ′′

0(x) = 0 for
x /∈ (l0∗, u0∗). Note that this can be done by using the method in Section 5.1.
4. Finally, implement the following policy for the given system. Denote byW (t) =

∑
k∈K

Qk(t)

µ0k
.

1. Arrival rates: the proposed arrival rate is

λ∗
0 +

H−1
0 m0

2
×Φ′

0 (l0∗ ∨ (W (t)∧u0∗)) . (26)
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2. Outsourcing: if W (t) ≤ l0∗ and Qi∗(t) ≤ αi∗ , outsource new class i∗ orders at time t;
otherwise, do not outsource any new order.

3. Scheduling: if
∑

k∈K
(Qk(t))

+

µ0k
>u0∗, let C0(t) = {k ∈K :Qk(t)<αk}; otherwise, let C0(t) =

K. The scheduling decision depends on the structure of the state cost functions:
(a) Strictly convex: when the system is ready to produce a new product, it will work

on class argmink∈C0(t) q
′
0k(Qk(t))µ0k.

(b) Linear: let N0(t) = {k ∈ C0(t) :Qk(t)<αk}. When the system is ready to produce a
new product, if N0(t) ̸= ∅, it will work on class argmaxk∈N0(t)

b0kµ0k; otherwise, it will work on
class argmink∈C0(t) h0kµ0k.

5.2.2. Connection to the Heavy Traffic Analysis Next, we explain how the policy
defined in Section 5.2.1 for a specific system can be derived from the proposed policy in Sec-
tion 4.2, which is obtained from the heavy traffic analysis. We use a two-step procedure.
1. First, we view the specific system as an element (with index n0) of a sequence of systems,

and scale the parameters to obtain parameters of the “limit system” (see Section 3).
(a) The profit rate function r(x) := r0(n0x)

n0
. The unique maximizer of r, denoted by λ∗, then

satisfies λ∗ =
λ∗0
n0
. In addition, one has H :=−r′′(λ∗)/2 =−n0r

′′
0(n0λ

∗)/2 =−n0r
′′
0(λ

∗
0)/2 = n0H0.

As a result, we have H−1 =H−1
0 /n0.

(b) The production rate vector µ := µ0
n0
, and the mean production time vector is given by

m= n0m0.
(c) The state cost rate function gk(x) := q0k(

√
n0x) for k ∈ K. Then, one can verify that

h(x) = h0(x/
√
n0).

(d) The unit outsourcing cost vector r=
√
n0ϑ0. Then i

∗ is also argmin
{
rk
mk

: k ∈K
}
and

the effective outsourcing cost κ := ri∗/mi∗ = κ0/
√
n0.

With these parameters for the “limit system”, the free-boundary ODE in Lemma 2 becomes

1

2

∑
k∈K

2λ∗
0k/n0

(µ0k/n0)2
Φ′′(x)− (n0m0)

′H−1
0 /n0(n0m0)

4
(Φ′(x))2 +h(x) = γ∗, x∈ (l∗, u∗), (27)

and the function Φ and boundary points l∗, u∗ satisfy the conditions in Lemma 2.
2. Next, we apply policy ψn∗ obtained from the heavy traffic analysis to the given system with

index n = n0. By introducing Φ0(x) = Φ(
√
n0x), we have Φ′

0(x) =
√
n0Φ

′(
√
n0x) and Φ′′

0(x) =
n0Φ

′′(
√
n0x). Then solving (27) is equivalent to solving the following ODE:

1

2

∑
k∈K

2λ∗
0k

µ2
0k

×Φ′′
0(x)−

m′
0H

−1
0 m0

4
× (Φ′

0(x))
2 +h0(x) = γ∗, x∈ (l0∗, u0∗),

where l0∗ = l∗/
√
n0, u0∗ = u∗/

√
n0. The boundary conditions are given by Φ′

0(x)∈ [−√
n0κ,0] =

[−κ0,0], Φ
′
0(x) =−κ0 for x≤ l0∗ = l∗/

√
n0, Φ

′
0(x) = 0 for x≥ u0∗ = u∗/

√
n0, and Φ′′

0(x) = 0 for
x /∈ (l0∗, u0∗). Note that this is exactly the ODE in (25).
The proposed arrival rate for the specific n0th system is λn0∗ (t) = n0λ

∗ +
√
n0ζ

n0
∗ (t), where

ζn0∗ (t) =
H−1m

2
Φ′
(
l∗ ∨ (W̃ n0(t)∧u∗)

)
.

See (20). Note that λ∗
0 = n0λ

∗. In addition, we have

√
n0ζ

n0
∗ (t) =

H−1m

2
·
√
n0Φ

′ (
√
n0l0∗ ∨ (

√
n0W (t)∧

√
n0u0∗)) =

H−1
0 m0

2
·Φ′

0 (l0∗ ∨ (W (t)∧u0∗)) .

Therefore, the proposed arrival rate for the specific system is exactly the one in (26). The
outsourcing and scheduling decisions can be obtained similarly and we suppress the details.
Remark 5 (Choice of system index n0). To evaluate the performance of the policy

discussed in Section 5.2.1 and check whether it is nearly optimal in heavy-traffic, one needs
to decide the system index n0. Since we assume the extra unit outsourcing cost (ϑnk) for sys-
tem n is O(1/

√
n) and the self-production cost (δnk ) is of O(1), one possible choice is to set

n0 = (maxk∈K(δ0k)/mink∈K(ϑ0k))
2.
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6. Analyses of the Policies We now analyze systems under the proposed policies and
prove Theorem 1. In Section 6.1, we conduct steady-state analyses, and in Section 6.2, we
illustrate how to adapt the lower bound approach to the discrete-state make-to-stock systems.

6.1. Steady-State Analysis In this subsection, we will prove the existence of steady
states and the tightness of the sequence of stationary distributions for systems under more
general policies. These results could be used to analyze multi-class make-to-stock systems under
other scheduling policies; hence, we believe they are of independent interest.
To this end, we introduce a set Ψ ⊂ Π̄, where each element of Ψ is a sequence of control

policies that are asymptotically admissible (see Definition 3). We use {ψn⋄ } to denote a generic
element of Ψ, with the nth policy ψn⋄ for the nth system satisfying:

1. Arrival rates: the arrival rate vector λn(t) = nλ∗ +
√
n · ζn(t).

2. Outsourcing: fix a class i⋄ ∈ K and a constant l⋄ < 0. If W̃ n(t) ≤ l⋄ and Qn
i⋄(t) ≤ αi⋄ ,

outsource new class i⋄ orders at time t; otherwise, do not outsource any new order.

3. Scheduling: there exists u⋄ > 0 such that if
∑

k∈K
(Qn

k (t))
+

µk
>
√
nu⋄, then the system will not

work on any class k such that Qn
k(t)≥ αk; the system will not work on a class if the inventory

of that class reaches its safety stock and there exists another class with customers waiting.

It is easy to verify that the sequence of the proposed policies {ψn∗ } is one element of Ψ: the
condition for the outsourcing part can be verified with l⋄ = l∗, i

⋄ = i∗; and the condition for the
scheduling part can be verified with u⋄ = u∗, the definition of Cn(t), and from Remarks 1.
Fix an element of Ψ, that is, a sequence of policies {ψn⋄ }. Consider a sequence of systems,

with the nth system X̃n⋄ (·) under policy ψn⋄ , we can prove the following two propositions. We
defer the proof of Proposition 1 to Appendix B and the proof of Proposition 2 to Appendix C.

Proposition 1 (Existence of steady states). Under policy ψn⋄ , there exists a station-
ary distribution for the Markov process X̃n⋄ (·) for all sufficiently large n.

Denote X̃n⋄ (∞) the random vector that follows a stationary distribution. The next result
establishes the tightness of {X̃n⋄ (∞)}.

Proposition 2 (Tightness of stationary distributions). The sequence of random vec-
tors {X̃n⋄ (∞)} is tight.

6.2. Proof of Theorem 1 In Section 6.2.1, we show that the constant γ∗ is a lower bound
for the long-run average expected loss under any asymptotically admissible sequence of policies
(Theorem 2). Then, in Section 6.2.2, we verify that the lower bound γ∗ is achieved under the
sequence of proposed policies {ψn∗ }.
We first state a lemma that plays an essential role in both the proofs of Theorems 1 and 2.

We use △Y(t) =Y(t)−Y(t−) to denote the jump of a process Y at time t, and write

X̃n(t) :=
∑
k∈K

X̃n
k (t)

µk
and Õn(t) :=

∑
k∈K

Õn
k (t)

µk
. (28)

Following the idea in the proof of Lemma 3.4 and using Lemma 3.2 in Pang et al. [24], we
can prove that X̃n(·) is a martingale with respect to the filtration Fn ≡ {Fn

t : t ≥ 0} defined
by Fn

t ≡ σ(Xn(0),En(u), (Snk (T
n
k (u)))k∈K, (O

n
k (u))k∈K,C

n(u) : 0≤ u≤ t), augmented by all null

sets. We apply Ito’s formula to the semimartingale W̃ n in (8), take the Taylor expansion of Φ

and use the stationarity of W̃ n(·) to obtain the following result. The proof is deferred to the
end of this section.

Lemma 3. Suppose there exists a stationary distribution π̃n for the Markov chain X̃n(·)
under a feasible policy ψn and assume X̃n(0) follows π̃n. For Φ in Lemma 2, assuming

E[|Φ(W̃ n(0))|]<∞, we have

0 =E[Φ(W̃ n(t))]−E[Φ(W̃ n(0))] =Ψ1(t, π̃
n,ψn)+Ψ2(t, π̃

n,ψn)+Ψ3(t, π̃
n,ψn), (29)
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where

Ψ1(t, π̃
n,ψn) =E

[∫ t

0

(
−
∑
k∈K

ζnk (s)

µk
Φ′(W̃ n(s−))+

∑
k∈K

λ∗
k

µ2
k

Φ′′(W̃ n(s−))

)
ds

]
, (30)

Ψ2(t, π̃
n,ψn) =

∫ t

0

Φ′(W̃ n(s−))dÕn(s)−
∫ t

0

Φ′(W̃ n(s−))dĨn(s), (31)

Ψ3(t, π̃
n,ψn) =

∑
k∈K

1

µ2
k

×E
[∫ t

0

1

2
Φ′′(W̃ n(s−))

(
ζnk (s)√
n
ds− µk√

n
dỸ n

k (s)

)]

−E

 ∑
s≤t:|△Õn(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△X̃n(s))2

)
+E

 ∑
s≤t:|△W̃n(s)|>0

1

6
Φ′′′(Ξn(s))(△W̃ n(s))3

 , (32)

and in (32), Ξn(s)∈ (min{W̃ n(s), W̃ n(s−)},max{W̃ n(s), W̃ n(s−)}).

6.2.1. A Lower Bound We prove a strong version of the lower bound. For this, let

Ṽ n := inf
ν̃n,ψn∈Πn

Ṽ n(ν̃n,ψn). (33)

Here ν̃n, the distribution of X̃n(0), can be any distribution supported on S̃n.

Theorem 2 (Lower Bound). We have

lim inf
n→∞

Ṽ n ≥ γ∗.

From Theorem 2, for any sequence of initial distributions {ν̃n} and any asymptotically admis-
sible sequence of control policies {ψn}, we have

lim inf
n→∞

Ṽ n(ν̃n,ψn)≥ lim inf
n→∞

Ṽ n ≥ γ∗.

As a result, γ∗ serves as a lower bound for the long-run average expected loss under any
asymptotically admissible sequence of control policies {ψn} and initial distributions {ν̃n}.

Proof of Theorem 2. The main idea of the proof is to apply Lemma 3 and carefully
bound the terms Ψi for i= 1,2,3, by using properties including those of Φ in (18) and (19).
For notational simplicity, we denote by C generic constants that are independent of n,

although the value of C may differ from line to line. Recall Ṽ n defined in (33). Consider two
sets: A1 = {n : Ṽ n > γ∗ + 1} and A2 = {n : Ṽ n ≤ γ∗ + 1}. If A2 is finite, then the conclusion
holds; otherwise, it is enough to consider lim infn∈A2:n→∞ Ṽ n. In the following, we focus on this
lim inf and for notational simplicity, we omit n ∈A2 and will always assume n ∈A2. From the
definition of Ṽ n, for any ϵ∈ (0,1), there exists ν̃n and ψn such that

Ṽ n(ν̃n,ψn)≤ Ṽ n+ ϵ≤ γ∗ +2, for sufficiently large n. (34)

The following lemma ensures us that we can always assume ν̃n to be a stationary distribution.

Lemma 4. Suppose (34) holds. Then there exists a stationary distribution π̃n for the Markov
chain X̃n(·) under policy ψn for all sufficiently large n and

Ṽ n(π̃n,ψn)≤ Ṽ n(ν̃n,ψn)≤ Ṽ n+ ϵ≤ γ∗ +2. (35)
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The proof of this result is deferred to Appendix A. In the following, we will assume that X̃n(0)
follows a stationary distribution π̃n so that the systems start from stationarity. For notational
simplicity, we use E to represent Eπ̃n in the analysis below.
We clarify that Lemma 4 and Proposition 1, both of which state the existence of station-

ary distributions, hold for policies under different assumptions. Lemma 4 applies to a general
admissible policy ψn under condition (34) (where the details of the policy are not specified)
and is used to prove the lower bound result in Theorem 2. On the other hand, Proposition 1
applies to the specific policy ψn⋄ defined in Section 5.1 (but condition (34) may not hold) and
is needed to analyze the proposed policies in Theorem 1.
We now continue to prove Theorem 2. We will show

lim inf
n→∞

Ṽ n(π̃n,ψn)≥ γ∗, (36)

which then yields lim infn→∞ Ṽ n+ ϵ≥ γ∗ by (35). Then, Theorem 2 holds because ϵ is arbitrary.

Using (35), one can verify that E[|Φ(W̃ n(0))|]<∞. Hence, from (29), we have

0 =Ψ1(t, π̃
n,ψn)+Ψ2(t, π̃

n,ψn)+Ψ3(t, π̃
n,ψn).

We first analyze the term Ψ1(t, π̃
n,ψn). Since Φ satisfies the condition (18), if we denote by

c̄(ζ) = ζ ′Hζ for ζ ∈ RK , then from (16), c(u) ≤ c̄(ζn(s)) for u =
∑

k∈K
ζnk (s)

µk
=m′ζn(s). Using

(18) with this u, for each x and s≥ 0,

−
∑
k∈K

ζnk (s)

µk
Φ′(x)+

∑
k∈K

λ∗
k

µ2
k

Φ′′(x)+ c̄(ζn(s))+h(x)≥ γ∗.

Since W̃ n has only finite jumps on [0, t], we can then infer that

Ψ1(t, π̃
n,ψn)≥ γ∗t−E

[∫ t

0

c̄(ζn(s))ds+

∫ t

0

h(W̃ n(s))ds

]
≥ γ∗t−E

[∫ t

0

c̄(ζn(s))ds+

∫ t

0

∑
k∈K

gk(Q̃
n
k(s))ds

]
, (37)

where in the second inequality we have used the facts that W̃ n(t) =
∑

k∈K
Q̃n

k (t)

µk
and that if∑

k∈K qk/µk = x, then
∑

k∈K gk(qk)≥ h(x) from the definition of h(x) in (13).

Next, we analyze the term Ψ2(t, π̃
n,ψn). Using (19) and the fact that Ĩn is nondecreasing,

we obtain for each t,

Ψ2(t, π̃
n,ψn)≥−κÕn(t)≥−

∑
k∈K

rkÕ
n
k (t), (38)

where the last inequality is from the definition of κ in (15) and the definition of Õn in (28).
Finally, we analyze the term Ψ3(t, π̃

n,ψn). Using the fact that the magnitude of jumps of
X̃n
k (s) is

1√
n
, we get

E

∣∣∣∣∣∣
∑

s≤t:|△Õn(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△X̃n(s))2

)∣∣∣∣∣∣≤E

[∑
k∈K

C

2nµ2
k

On
k (t)

]
.

Note that Õn(t) :=
∑

k∈K
Õn

k (t)

µk
. Hence, we have

E

[∑
k∈K

C

2nµ2
k

On
k (t)

]
=E

[∑
k∈K

C

2
√
nµ2

k

Õn
k (t)

]
≤ C

2
√
n

1

mink∈K{µk}
E

[∑
k∈K

Õn
k (t)

µk

]
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=
C

2mink∈K{µk}
×E

[
1√
n
Õn(t)

]
:=E

[
C√
n
Õn(t)

]
,

in which the values of the generic constant C may be different. Since |Φ′′′(x)| ≤C, we have

E

∣∣∣∣∣∣
∑

s≤t:|△W̃n(s)|>0

1

6
Φ′′′(Ξn(s))(△W̃ n(s))3

∣∣∣∣∣∣ ≤ E

 ∑
s≤t:|△W̃n(s)|>0

C

6
|△W̃ n(s)|3


≤ C

6
√
n

E[
∑

k∈K(
∫ t
0
λnk(s)ds+µnkT

n
k (t))]

n
.

The last inequality holds because W̃ n jumps only when there is a customer arrival or a pro-
duction completion, and also by the definition of W̃ n in (8),

E

 ∑
s≤t:|△W̃n(s)|>0

|△W̃ n(s)|3
 ≤ 1

mink∈K µ3
k

(
1√
n

)3

·
∑
k∈K

E
[
Nk

(∫ t

0

λnk(u)du

)
+Snk (T

n
k (t))

]

=
C√
n

E[
∑

k∈K(
∫ t
0
λnk(s)ds+µnkT

n
k (t))]

n
.

Therefore, using |Φ′′(x)| ≤C, we deduce from (32) that

|Ψ3(t, π̃
n,ψn)| ≤Ψ̂3(t, π̃

n,ψn)+E
[
C√
n
Õn(t)

]
, (39)

where

Ψ̂3(t, π̃
n,ψn) =

∣∣∣∣∣E
[∑
k∈K

1

µk

∫ t

0

Φ′′(W̃ n(s−))
1

2
√
n
dỸ n

k (s)

]∣∣∣∣∣
+E

[∫ t

0

∑
k∈K

C

µ2
k

|ζnk (s)|√
n

ds

]
+

C

6
√
n

E[
∑

k∈K(
∫ t
0
λnk(s)ds+µnkT

n
k (t))]

n
.

Recall from (10) that

Ṽ n(t, π̃n,ψ) =E

[∫ t

0

cn(ζn(s))ds+
∑
k∈K

∫ t

0

gk(Q̃
n
k(s))ds+

∑
k∈K

rkÕ
n
k (t)

]
, (40)

where cn(ζ) = n(r(λ∗)− r(λ∗ + ζ/
√
n)). Hence, we obtain

E
[
C√
n
Õn(t)

]
≤ C√

n
Ṽ n(t, π̃n,ψn).

It follows that

|Ψ3(t, π̃
n,ψn)| ≤Ψ̂3(t, π̃

n,ψn)+
C√
n
Ṽ n(t, π̃n,ψn). (41)

On combining the estimates (37), (38), and (41), we can deduce from (29) that(
1+

C√
n

)
Ṽ n(t, π̃n,ψn)− γ∗t ≥ E

[∫ t

0

(cn(ζn(s))− c̄(ζn(s)))ds

]
− Ψ̂3(t, π̃

n,ψn). (42)

Next, we analyze the terms on the right-hand-side of the above inequality. Using Taylor’s
theorem and the fact that ∇r(λ∗) = 0, we obtain

cn(ζ) = n(r(λ∗)− r(λ∗ + ζ/
√
n)) =−ζ ′

(∫ 1

0

∇2r(λ∗ + θζ/
√
n)(1− θ)dθ

)
ζ
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= ζ ′Hζ − ζ ′
(∫ 1

0

[∇2r(λ∗ + θζ/
√
n)−∇2r(λ∗)](1− θ)dθ

)
ζ,

where we recall that H := −∇2r(λ∗)/2. Since ∇2r(·) is continuous at λ∗ and
sups≥0 ∥ζnk (s)/

√
n∥ ≤ an with an→ 0 as n→∞, we have for c̄(ζ) = ζ ′Hζ and any ϵ > 0,

|cn(ζn(s))− c̄(ζn(s))| ≤
∫ 1

0

∥∇2r(λ∗ + θζn(s)/
√
n)−∇2r(λ∗)∥(1− θ)dθ · |ζn(s)|2 ≤ ϵ∥ζn(s)∥2,

(43)
for all sufficiently large n. Thus, we have∣∣∣∣∫ t

0

(cn(ζn(s))− c̄(ζn(s)))ds

∣∣∣∣≤ ϵ ·
∫ t

0

∥ζn(s)∥2ds.

Denote the smallest eigenvalue of H =−∇2r(λ∗)/2 by λH . We know λH > 0 since H is positive
definite. Then (43) implies that

cn(ζn(s))≥ (λH − ϵ)∥ζn(s)∥2, for 0< ϵ< λH . (44)

By (40), this leads to

E
[∣∣∣∣∫ t

0

(cn(ζn(s))− c̄(ζn(s)))ds

∣∣∣∣]≤ ϵ

λH − ϵ
Ṽ n(t, π̃n,ψn). (45)

Next, we study the term Ψ̂3(t, π̃
n,ψn). We show that

lim
n→∞

limsup
t→∞

1

t
Ψ̂3(t, π̃

n,ψn) = 0. (46)

To this end, we can show the following lemma, the proof of which is deferred to Appendix A.

Lemma 5. Assume X̃n(0) follows the stationary distribution π̃n for all sufficiently large n,
and (35) holds. Then

lim
n→∞

lim
t→∞

1

t
E

[
1

2
√
n

∫ t

0

Φ′′(W̃ n(s−))d
∑
k∈K

1

µk
Ỹ n
k (s)

]
= 0, (47)

where we recall that Ỹ n
k (t) =

√
n(ρkt−T nk (t)) for k ∈K and t≥ 0.

In addition, by assumption sups≥0 ∥ζnk (s)/
√
n∥ ≤ an→ 0. Hence, we have

lim
n→∞

lim
t→∞

1

t
E

[∫ t

0

∑
k∈K

C

µ2
k

|ζnk (s)|√
n

ds

]
= 0.

Furthermore, note that λnk(s) = nλ∗+
√
nζnk (s) with sups≥0 ∥ζnk (s)/

√
n∥ ≤ an→ 0, µnk = nµk and

T nk (t)≤ t, we obtain 0≤E[
∑

k∈K(
∫ t
0
λnk(s)ds+µnkT

n
k (t))]/n≤ λ∗

kt+ ant+µkt. Hence,

lim
n→∞

limsup
t→∞

1

t

C

6
√
n

E[
∑

k∈K(
∫ t
0
λnk(s)ds+µnkT

n
k (t))]

n
= 0.

It then follows that (46) holds.
Therefore, we can infer from (42), (45), and (46) that

lim inf
n→∞

limsup
t→∞

1

t

[
Ṽ n(t, π̃n,ψ

n)

(
1+

ϵ

λH − ϵ
+

C√
n

)
− γ∗t

]
≥ 0,

which implies lim infn→∞ Ṽ n(π̃n,ψ
n)
(
1+ ϵ

λH−ϵ

)
≥ γ∗. This yields lim infn→∞ Ṽ n(π̃n,ψ

n) ≥ γ∗

by sending ϵ→ 0+. This proves (36). Hence, we have proven the desired result. □
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6.2.2. Proof of Theorem 1 In this section, we prove that the lower bound γ∗ is achieved
asymptotically under the sequence of the proposed policies {ψn∗ }. The following proposition will

be essential, and its proof can be found in Appendix D. Recall that Q̃n
k∗(∞) and W̃ n

∗ (∞) follow

the stationary distributions of Q̃n
k∗(·) and W̃ n

∗ (·) respectively, under the control policy ψn∗ .

Proposition 3 (State-Space Collapse). For systems under the proposed policies {ψn∗ },

lim
n→∞

E

[∣∣∣∣∣∑
k∈K

gk(Q̃
n
k∗(∞))−h

(
l∗ ∨ (W̃ n

∗ (∞)∧u∗)
)∣∣∣∣∣
]
= 0.

Recall the uniqueness of the lifting function Γ(·) in Lemma 1. From the above proposition, one

can expect that Q̃n
k∗(∞) is close to Γk(l∗∨(W̃ n

∗ (∞)∧u∗)) in L1-norm, that is, theK-dimensional

inventory levels Q̃n
∗ (∞) are close to functions of the one-dimensional nominal workload W̃ n

∗ (∞).

Furthermore, because l∗∨ (W̃ n
∗ (∞)∧u∗) is bounded, the scaled inventory levels Q̃n

k∗(∞), k ∈K,
are also expected to be bounded asymptotically, even though we only outsource class i∗ orders.

Now we prove Theorem 1. First, we show that for any stationary distribution π̃n∗ of X̃n∗ (·),

lim
n→∞

Ṽ n(π̃n∗ ,ψ
n
∗ ) = γ∗. (48)

Suppose the initial distribution of X̃n∗ (·) is π̃n∗ , and in the following we use E to denote Eπ̃n∗ .
Using Lemmas 8 and 11 in the Appendix, one can verify that E[|Φ(W̃ n

∗ (0))|]<∞. It then follows
from Lemma 3 that

0 =Ψ1(t, π̃
n
∗ ,ψ

n
∗ )+Ψ2(t, π̃

n
∗ ,ψ

n
∗ )+Ψ3(t, π̃

n
∗ ,ψ

n
∗ ).

We first compute Ψ1(t, π̃
n
∗ ,ψ

n
∗ ) under policy ψn∗ . For the function Φ in Lemma 2, one can

readily verify, using the expression of ζn∗ in (20) and c̄(ζ) = ζ ′Hζ, that

−
∑
k∈K

ζnk∗(s)

µk
Φ′(W̃ n

∗ (s))+
∑
k∈K

λ∗
k

µ2
k

Φ′′(W̃ n
∗ (s))+ c̄(ζn∗ (s))+h

(
l∗ ∨ (W̃ n

∗ (s)∧u∗)
)
= γ∗,

Then we can deduce from (30) that

Ψ1(t, π̃
n
∗ ,ψ

n
∗ ) = γ∗t−E

[∫ t

0

c̄(ζn∗ (s))ds+

∫ t

0

h
(
l∗ ∨ (W̃ n

∗ (s)∧u∗)
)
ds

]
.

Next, we show that under policy ψn∗ , we have

Ψ2(t, π̃
n
∗ ,ψ

n
∗ ) =−

∑
k∈K

rkÕ
n
k∗(t), (49)

Under policy ψn∗ , when Õn
∗ jumps (i.e., an order is outsourced), we have W̃ n

∗ (t) ≤ l∗; on the
other hand, when Ĩn∗ (s) increases (i.e., the system stops production and becomes idle), we have∑

k∈K
(Qn

k∗(t))
+

µk
≥
√
nu∗ and Qn

k∗(t)≥ αk > 0 for all k ∈K; hence, W n
∗ (t) =

∑
k∈K

Qn
k∗(t)
µk

≥
√
nu∗.

Also note that Φ′(x) =−κ for x≤ l∗, and Φ′(x) = 0 for x≥ u∗. Hence,

Ψ2(t, π̃
n
∗ ,ψ

n
∗ ) =E

[∫ t

0

Φ′(W̃ n
∗ (s−))dÕn

∗ (s)−
∫ t

0

Φ′(W̃ n
∗ (s−))dĨn∗ (s)

]
=−κ ·E[Õn

∗ (t)].

In addition, note that under the proposed policy ψn∗ , only class i∗ orders will be outsourced.
Using the definition of κ=

ri∗
mi∗

, we have

κ · Õn
∗ (t) = κ · Õn

i∗∗(t)mi∗ = ri∗Õ
n
i∗∗(t) =

∑
k∈K

rkÕ
n
k∗(t).

Hence, we obtain (49).
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Finally, for Ψ3(t, π̃
n
∗ ,ψ

n
∗ ), as in (39), we have

|Ψ3(t, π̃
n
∗ ,ψ

n
∗ )| ≤ Ψ̂3(t, π̃

n
∗ ,ψ

n
∗ )+

C√
n
Ṽ n(t, π̃n∗ ,ψ

n
∗ ).

Combining these estimates, we can deduce from (29) that(
1− C√

n

)
Ṽ n(t, π̃n∗ ,ψ

n
∗ )− γ∗t ≤ E

[∫ t

0

(cn(ζn∗ (s))− c̄(ζn∗ (s)))ds

]
+Ψ̂3(t, π̃

n
∗ ,ψ

n
∗ )

+ E

[∣∣∣∣∣∑
k∈K

∫ t

0

gk(Q̃
n
k∗(s))ds−

∫ t

0

h(l∗ ∨ (W̃ n
∗ (s)∧u∗))ds

∣∣∣∣∣
]

For the last term in the above inequality, we apply Proposition 3 to obtain

lim
n→∞

lim
t→∞

1

t
E

[∣∣∣∣∣∑
k∈K

∫ t

0

gk(Q̃
n
k∗(s))ds−

∫ t

0

h(l∗ ∨ (W̃ n
∗ (s)∧u∗))ds

∣∣∣∣∣
]
= 0.

For the other terms, we can control them similarly as in the proof of Theorem 2 (indeed, ζn∗ is
now bounded, which simplifies matters). Then

limsup
n→∞

Ṽ n(π̃n∗ ,ψ
n
∗ ) = limsup

n→∞
limsup
t→∞

1

t

[
Ṽ n(t, π̃n∗ ,ψ

n
∗ )
]
≤ γ∗.

Combining the above equation with the lower bound result in Theorem 2, we obtain (48).
To complete the proof of Theorem 1, we need the following lemma. The proof is given in

Appendix E.

Lemma 6. For a large enough n, under ψn∗ and any initial distribution ν̃n, there is a unique
stationary distribution π̃n∗ of X̃n∗ (·) such that

lim
t→∞

1

t
Ṽ n(t, ν̃n,ψn∗ ) = Ṽ n(π̃n∗ ,ψ

n
∗ ). (50)

Given Lemma 6 and the definition that Ṽ n(ν̃n,ψn∗ ) = limsupt→∞
1
t
Ṽ n(t, ν̃n,ψn∗ ), we can infer

from (48) that Theorem 1 holds. □

Proof of Lemma 3. We apply Ito’s formula (e.g., see Theorem 32 of Chapter II in Protter

[28]) to the semimartingale W̃ n in (8) with the function Φ in Lemma 2 to obtain

Φ(W̃ n(t)) =Φ(W̃ n(0))+

∫ t

0

Φ′(W̃ n(s−))dW̃ n(s)+
∑

s≤t:|△W̃n(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△W̃ n(s))2

)
+

∑
s≤t:|△W̃n(s)|>0

(
△Φ(W̃ n(s))−Φ′(W̃ n(s−))△W̃ n(s)− 1

2
Φ′′(W̃ n(s−))(△W̃ n(s))2

)
.

(51)

From the dynamics of W̃ n in (8),∑
s≤t:|△W̃n(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△W̃ n(s))2

)
=

∑
s≤t:|△X̃n(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△X̃n(s))2

)
−

∑
s≤t:|△Õn(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△X̃n(s))2

)
.

This equality holds because the epochs at which the process W̃ n jumps constitute a subset of
those at which X̃n jumps, and when there is an arrival of a customer order that is outsourced
(i.e., Õn jumps up), the process X̃n jumps but W̃ n does not.
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In addition, using Taylor expansion, we have

△Φ(W̃ n(s))−Φ′(W̃ n(s−))△W̃ n(s)− 1

2
Φ′′(W̃ n(s−))(△W̃ n(s))2 =

1

6
Φ′′′(Ξn(s))(△W̃ n(s))3.

Hence, from (51)

Φ(W̃ n(t)) =Φ(W̃ n(0))+

∫ t

0

Φ′(W̃ n(s−))dW̃ n(s)+
∑

s≤t:|△X̃n(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△X̃n(s))2

)
−

∑
s≤t:|△Õn(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△X̃n(s))2

)
+

∑
s≤t:|△W̃n(s)|>0

1

6
Φ′′′(Ξn(s))(△W̃ n(s))3.

(52)

From the dynamics of W̃ n in (8), and using the martingale property of X̃n and the boundedness
of Φ′ in (19), we can readily infer that

E
[∫ t

0

Φ′(W̃ n(s−))dW̃ n(s)

]
= E

[
−
∫ t

0

∑
k∈K

ζk(s)

µk
Φ′(W̃ n(s−))ds+

∫ t

0

Φ′(W̃ n(s−))dÕn(s)−
∫ t

0

Φ′(W̃ n(s−))dĨn(s)

]
.

Moreover, since X̃n(t) is a linear combination of X̃n
k (t), where the jump magnitude of X̃n

k is
1/

√
n whenever there is a jump, and Φ′′ is bounded from (19), we then have

E

 ∑
s≤t:|△X̃n(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△X̃n(s))2

)
=
∑
k∈K

1

µ2
k

E

 ∑
s≤t:|△X̃n

k
(s)|>0

(
1

2
Φ′′(W̃ n(s−))(△X̃n

k (s))
2

)
=
∑
k∈K

1

µ2
k

× 1

n
E
[∫ t

0

1

2
Φ′′(W̃ n(s−))dNk

(∫ s

0

λnk(u)du

)
+

∫ t

0

1

2
Φ′′(W̃ n(s−))dSnk (T

n
k (s))

]
=
∑
k∈K

1

µ2
k

×E
[∫ t

0

1

2
Φ′′(W̃ n(s−))

(
λnk(s)+nλ∗

k

n
ds− µk√

n
dỸ n

k (s)

)]
.

Recall that the system is assumed to start from stationarity. Hence we can take expectation on

both sides of (52), use the stationarity of W̃ n(·), and λnk (s)+nλ
∗
k

n
= 2λ∗

k+
1√
n
ζnk (s) to obtain (29).

The proof is complete. □

7. Conclusions and Future Research In this paper, we consider the optimal control
of a multi-class make-to-stock system, where the manager makes pricing, outsourcing, and
scheduling decisions to maximize the long-run average profit. We propose a policy and establish
the asymptotic optimality of the proposed policy in the heavy-traffic regime.
For future research, there are a few directions that are worth exploring. First, in this paper,

we assume the production times are exponentially distributed so that the nominal workload
process is a semimartingale and then we can apply Ito’s formula. A natural direction is to
consider general production time distributions. Second, we consider the demand arrival rates
that satisfy Definition 3, which suggests that the fluctuation of the arrival rates is o(n), where
n corresponds to the system size. It would be interesting to study the control problem where
larger fluctuations of demand arrival rates are allowed. Third, Theorem 1 of this paper shows
the asymptotic optimality of the proposed policy in the heavy-traffic regime. An intriguing
question is whether one can establish the convergence rate. Finally, it would be interesting to
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extend our current work to a network setting. For that, one may focus on network structures
satisfying complete resource pooling conditions, as in Mandelbaum and Stolyar [21].

Appendix. Proofs

A. Proofs of Auxiliary Lemmas Within the Proof of Theorem 2

A.1. Proof of Lemma 4 To prove Lemma 4, we can infer from (34) and the definition
of Ṽ n(ν̃n,ψn) in (11) that under policy ψn, there exists a sequence {ti} such that

lim
ti→∞

Ṽ n(ti, ν̃
n,ψn)

ti
= lim inf

t→∞

Ṽ n(t, ν̃n,ψn)

t
≤ γ∗ +2. (53)

For both strictly convex and linear functions gk, k ∈K, there exists a constant c > 0 such that
gk(x)> c|x|, for |x|> 1. As a result, from (53), there exists a constant C (independent of n)

such that limsupti→∞
Eν̃n

[∫ ti
0

∑
k∈K |Q̃n

k (s)|ds
]

ti
≤C. Using Markov inequality, this implies for ϵ > 0,

limsup
ti→∞

1

ti

∫ ti

0

Pν̃n

(∑
k∈K

|Q̃n
k(s)| ≥C/ϵ

)
ds≤ ϵ. (54)

Hence, if we define Hti(·) :=
1
ti

∫ ti
0
Pν̃n(X̃n(s)∈ ·)ds, then from (54) and the definition of X̃n(t) =

(Q̃n
1 (t), . . . , Q̃

n
K(t),C(t)), the sequence of probability measures {Hti : ti > 0} is tight. Note that

X̃n(·) is a continuous-time Markov chain with countable state space S̃n = 1√
n
Zn× (K∪{0}), and

so we can assume that every function is continuous on S̃n (endowed with discrete topology),
and it follows that X̃n(·) satisfies the Feller property, i.e., E[f(X̃n(t))|X̃n(0) = x] is a bounded
and continuous function of x for all t whenever f is bounded and continuous. We can then
follow the proof of the Krylov-Bogoliubov theorem [27, Theorem 7.1] and infer that there
exists a stationary distribution π̃n for X̃n(·). Moreover, a subsequence of probability measures
{Hti : ti > 0} converges weakly to this invariant measure π̃n as ti→∞. For notational simplicity,
we use {ti} in the following to denote this further subsequence. From (10) and the property of
stationary distributions, we can infer that

Ṽ n(π̃n,ψn)

= limsup
t→∞

1

t
Eπ̃n

[∫ t

0

cn(ζn(X̃n(s)))ds+
∑
k∈K

∫ t

0

gk(Q̃
n
k(s))ds+

1√
n

∑
k∈K

rk

∫ t

0

ξk(s−)λnk(s)ds

]

=Eπ̃n

[
cn(ζn(X̃n(0)))+

∑
k∈K

gk(Q̃
n
k(0))+

1√
n

∑
k∈K

rkξk(X̃
n(0))λnk(X̃

n(0))

]
=Eπ̃n

[
F (X̃n(0))

]
, (55)

where

F (X̃n(0)) := cn(ζn(X̃n(0)))+
∑
k∈K

gk(Q̃
n
k(0))+

1√
n

∑
k∈K

rkξk(X̃
n(0))λnk(X̃

n(0)). (56)

In the first equality of (55), we use Õn
k (t) =

1√
n

∫ t
0
ξk(s−)dEn

k (s) =
1√
n

∫ t
0
ξk(s−)λnk(s)ds +

1√
n

∫ t
0
ξk(s−)d(En

k (s) −
∫ s
0
λnk(u)du) and the fact that 1√

n

∫ t
0
ξk(s−)d(En

k (s) −
∫ s
0
λnk(u)du) is a

martingale. The second equality holds because π̃n is a stationary distribution of Xn(·), which
has a finite number of jumps on any finite time interval. Note that the function F in (56) is
non-negative. It is defined on a discrete space, so it is also continuous. Since Hti ⇒ π̃n when
ti→∞, we can then infer that

Ṽ n(π̃n,ψn) =Eπ̃n [F (X̃n(0))]
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≤ lim inf
ti→∞

1

ti
Eν̃n

[∫ ti

0

F (X̃n(s))ds

]
= lim inf

ti→∞

1

ti
Eν̃n

[∫ ti

0

cn(ζn(X̃n(s)))ds+
∑
k∈K

∫ ti

0

gk(Q̃
n
k(s))ds+

1√
n

∑
k∈K

rk

∫ t

0

ξk(s−)λnk(s)ds

]
≤ Ṽ n(ν̃n,ψn)≤ Ṽ n+ ϵ≤ γ∗ +2, (57)

where the first inequality is due to Fatou’s lemma for weakly convergent probability measures
(e.g., see Theorem 1.1 and Equation (1.5) in Feinberg et al. [13]) and the last line of (57) is
due to (34). Hence, we have proven (35). □

A.2. Proof of Lemma 5 Note that the integral in (47) is a Lebesgue integral and W̃ n

can only have finite jumps almost surely, it is enough to prove

lim
n→∞

lim
t→∞

1

t
E

[
1

2
√
n

∫ t

0

Φ′′(W̃ n(s))d
∑
k∈K

1

µk
Ỹ n
k (s)

]
= 0.

Now, we first show that for each k ∈K,

lim
t→∞

E
[
1

t

∫ t

0

Φ′′(W̃ n(s))dT nk (s)

]
=E

[∫ 1

0

Φ′′(W̃ n(s))dT nk (s)

]
, (58)

lim
t→∞

E
[
1

t

∫ t

0

Φ′′(W̃ n(s))d(ρks)

]
=E

[∫ 1

0

Φ′′(W̃ n(s))d(ρks)

]
. (59)

To see this, using the fact that |Φ′′(x)| ≤C and T nk (t)−T nk (s)≤ t− s for 0≤ s≤ t, we have∣∣∣∣∣E
[
1

t

∫ ⌊t⌋

0

Φ′′(W̃ n(s))dT nk (s)

]
−E

[
1

t

∫ t

0

Φ′′(W̃ n(s))dT nk (s)

]∣∣∣∣∣≤ C(t−⌊t⌋)
t

≤ C

t
,

where ⌊t⌋ denotes the floor operator. Because X̃n(0) follows the stationary distribution π̃n, we

have E[
∫ ⌊t⌋
0

Φ′′(W̃ n(s))dT nk (s)] = ⌊t⌋ ·E[
∫ 1

0
Φ′′(W̃ n(s))dT nk (s)]. Then (58) readily follows. Simi-

larly, we can obtain (59). Hence, using the definition of Ỹ n
k we have

lim
t→∞

1

t
E
[

1√
n

∫ t

0

Φ′′(W̃ n(s−))dỸ n
k (s)

]
=E

[∫ 1

0

Φ′′(W̃ n(s))d(ρks)

]
−E

[∫ 1

0

Φ′′(W̃ n(s))dT nk (s)

]
.

Second, we show that the process {T nk (t)−ρkt : t∈ [0,1]} converges weakly to zero on C[0,1]
as n→∞. Because ρk ≤ 1 and T nk (t)−T nk (s)≤ t− s for 0≤ s≤ t≤ 1, {T nk (t)− ρkt : t∈ [0,1]} is
tight on C[0,1]. Thus, it is enough to prove T nk (t)− ρkt⇒ 0 for each t∈ [0,1], which is true if

E[|T nk (t)− ρkt|]→ 0, as n→∞. (60)

To prove (60), note that T nk (t)− ρkt=−Ỹ n
k (t)/

√
n. Then from (6) we can compute

E [|T nk (t)− ρkt|] ≤
1

µ
E

[∣∣∣∣∣Q̃n
k(t)√
n

∣∣∣∣∣+
∣∣∣∣∣Q̃n

k(0)√
n

∣∣∣∣∣+
∣∣∣∣∣X̃n

k (t)√
n

∣∣∣∣∣+
∣∣∣∣∫ t

0

ζnk (s)√
n
ds

∣∣∣∣+
∣∣∣∣∣Õn

k (t)√
n

∣∣∣∣∣
]
.

The first, second, and fifth terms on the right-hand side of the above inequality all converge
to 0 as n→∞ because Ṽ n(π̃n,ψn) < γ∗ by our assumption. The fourth term converges to 0
because | ζ

n(s)√
n
| ≤ an→ 0. The third term converges to 0 because

E

[∣∣∣∣∣X̃n
k (t)√
n

∣∣∣∣∣
]
≤E

[
sup

0≤u≤1

∣∣∣∣Snk (u)−µnku

n

∣∣∣∣]+E

[
sup

0≤u≤1

∣∣∣∣∣Nk(
∫ u
0
λnk(s)ds)−

∫ u
0
λnk(s)ds

n

∣∣∣∣∣
]
→ 0.

Thus, we obtain (60). To complete the proof, we also need the following lemma.
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Lemma 7. Assume X̃n(0) follows the stationary distribution π̃n for all sufficiently large n

and (35) holds. Then the sequence {W̃ n(·) = {W̃ n(t) : t∈ [0,1]} : n≥ 1} is tight.

By Lemma 7, for any subsequence, there exists a further subsequence {ni} of {n} such that

W̃ ni ⇒ W̃ on D[0,1] for some W̃ . For this subsequence {ni}, we also have T nik (·) ⇒ ρk· as
ni→∞. Since T nik (·) is non-decreasing with T nik (1)≤ 1, and Φ′′ is continuous and bounded, we
can apply Lemma 8.3 in Dai and Dai [9] and the dominated convergence theorem to obtain

lim
ni→∞

E
∫ 1

0

Φ′′(W̃ ni(s))dT nik (s) =E
∫ 1

0

Φ′′(W̃ (s))d(ρks) = lim
ni→∞

E
∫ 1

0

Φ′′(W̃ ni(s))d(ρks).

It follows that (47) holds for the subsequence {ni}. Because (47) holds for any subsequence, it
also holds for the whole sequence. □

Proof of Lemma 7. Because {T nk (t)−ρkt : t∈ [0,1]} converges weakly to zero as n→∞,

one can infer from (5) that {
∑

k∈K
X̃n

k (t)

µk
: t ∈ [0,1]} converges weakly to a Brownian motion

with zero drift. From (8) and [20, Chapter VI, Corollary 3.33], it is then enough to prove the
tightness of {R̃n(·) = {R̃n(t) : t∈ [0,1]} : n≥ 1}, where

R̃n(t) := W̃ n(t)−
∑
k∈K

X̃n
k (t)

µk
= W̃ n(0)− Ĩn(t)−

∫ t

0

∑
k∈K

ζnk (s)

µk
ds+

∑
k∈K

Õn
k (t)

µk
, t∈ [0,1]. (61)

We use the tightness criteria in [20, Chapter VI. Theorem 4.1], and verify the three conditions
there; see also [3, Theorem 13.5 and equation (13.14)]. From (35), P(|Q̃n(0)| > C/ϵ) ≤ ϵ for

sufficiently large n, hence the sequence {Q̃n(0)} is tight. Because R̃n(0) = W̃ n(0) =
∑

k∈K
Q̃n

k (0)

µk
,

then {R̃n(0)} is also tight. Thus, Condition (i) holds. To verify Conditions (ii) and (iii), we
check the following two conditions: there exists a sequence of bounded numbers {Cn} such that
for all n sufficiently large and any 0≤ s < u< t≤ 1,

E[|R̃n(t)− R̃n(s)|]≤Cn(t− s), (62)

E
[
|R̃n(u)− R̃n(s)| × |R̃n(t)− R̃n(u)|

]
≤Cn(t− s)2. (63)

First, we verify (62). From the dynamics of R̃n in (61), we have

R̃n(t)− R̃n(s) =−(Ĩn(t)− Ĩn(s))−
∫ t

s

∑
k∈K

ζnk (u)

µk
du+

∑
k∈K

Õn
k (t)− Õn

k (s)

µk
.

Since X̃n(0) follows the stationary distribution π̃n, it follows that E[W̃ n(t)− W̃ n(s)] = 0. In

addition, note that E[
∑

k∈K
X̃n

k (t)−X̃n
k (s)

µk
] = 0. It then follows from (61) that E[R̃n(t)−R̃n(s)] = 0.

As a result, we obtain

E[Ĩn(t)− Ĩn(s)] =E

[
−
∫ t

s

∑
k∈K

ζnk (u)

µk
du

]
+
∑
k∈K

E[Õn
k (t)− Õn

k (s)]

µk
.

As the system is stationary when X̃n(0) follows the stationary distribution π̃n, we can then
obtain E[Õn

k (t)− Õn
k (s)] = ank(t− s), where ank are non-negative and bounded because of (35).

Similarly, we have E
[
−
∫ t
s

∑
k∈K

ζnk (u)

µk
du
]
= bn · (t− s), where {bn} is a sequence of bounded

numbers. To see the boundedness, we can compute that

∣∣∣∣∣E
[
−
∫ t

s

∑
k∈K

ζnk (u)

µk
du

]∣∣∣∣∣≤E

[∫ t

s

∑
k∈K

|ζnk (u)|
µk

du

]
≤ (t− s)

√√√√√E
[∫ t

s

∑
k∈K

|ζnk (u)|2
µ2
k

du

]
t− s

≤C(t− s),



Gao and Huang: Asymptotically Optimal Control of Make-to-Stock Systems
26 Mathematics of Operations Research 00(0), pp. 000–000, © 0000 INFORMS

where C is a generic constant, the second inequality above follows from the Cauchy-Schwarz
inequality and the last inequality is due to (44) and (35). From these estimates, we then infer
that

E[|R̃n(t)− R̃n(s)|] ≤ 2E

[∫ t

s

∑
k∈K

|ζnk (u)|
µk

du

]
+2

∑
k∈K

E[Õn
k (t)− Õn

k (s)]

µk
≤Cn · (t− s), (64)

where the sequence of real numbers {Cn} is bounded. Hence, we have proven (62).
Next, we prove (63). Let Fn

u be the natural filtration generated by Xn until time u. Then

E
[
|R̃n(u)− R̃n(s)| × |R̃n(t)− R̃n(u)|

]
= E

[
|R̃n(u)− R̃n(s)| ×E

[
|R̃n(t)− R̃n(u)|

∣∣∣Fn
u

]]
≤ E

[
|R̃n(u)− R̃n(s)| ×Cn(t−u)

]
≤ C2

n(t−u)(u− s)≤C2
n(t− s)2,

where the first inequality follows from (64). Hence, the tightness of {R̃n(·) : n≥ 1} follows. □

B. Proof of Proposition 1 We use the Foster-Lyapunov criteria; see, e.g., [22, Theorem
4.5]. Under policy ψn⋄ , the process X̃

n
⋄ (·) is a continuous-time Markov chain with countable state

space S̃n = 1√
n
Zn × (K ∪ {0}). In addition, it satisfies the Feller property by using a similar

argument as in the proof of Lemma 4. Write Gn =
(
Gn
x,x′
)
x,x′∈S̃n for the generator matrix of

X̃n⋄ (·). The Foster-Lyapunov criteria states that if there exists a function V : S̃n → R+, where
V(x)→∞ as |x| →∞, and a constant r > 0 such that

GnV(x) :=
∑
x′∈S̃n

Gn
x,x′(V(x′)−V(x))≤−1, for x∈ S̃n with

∑
k∈K

|xk|
µk

> r, (65)

then there exists a stationary distribution for the Markov chain X̃n⋄ (·).
Next, we construct the Lyapunov function V, which satisfies the drift inequality in (65). Let

Υ be a positive constant such that

Υ · λ
∗
i

µi
≥
∑
k ̸=i

λ∗
k

µk
+1, for all i∈K. (66)

This is feasible by picking Υ≥ 2

mink

{
λ∗
k

µk

} − 1. Now, for x= (x1, . . . , xK , ξ)∈ S, we define

V0(x) = 1{ξ∈{k∈K:xk≥αk/
√
n}}, (67)

V1(x) = Υ ·
∑
k∈K

(xk−αk/
√
n)+

µk
+
∑
k∈K

(xk−αk/
√
n)−

µk
, (68)

V(x) = V0(x)+V1(x), (69)

where we recall that ξ denotes the index of the customer class that the system is working
on. Pick r > 2max{|u⋄|, |l⋄|}. We verify (65) by considering x ∈ S̃n with

∑
k∈K

|xk|
µk

> r and
discussing several cases separately. We use ek to denote a vector in which all elements are 0,
except for the kth element, which equals one.
Case (1): V0(x) = 1 for x = (x1, . . . , xK , ξ); i.e., the inventory level of the product class in

production exceeds the safety-stock level. We study the following two subcases.

Case (1a):
∑

k∈K
x+
k
µk
>u⋄. In this case, consider that the Markov chain X̃n⋄ (·) transits to a

new state x′ = (x′
1, . . . , x

′
K , ξ

′) from the current state x= (x1, . . . , xK , ξ). If the state transition
is due to an order arrival, then V0(x

′) ≤ V0(x) by the definition of V0(·). On the other hand,
if the state transition is due to a production completion, then xξ will increase by 1, and as a
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result, the indicator function V0(x
′) = 0 and ξ′ ̸= ξ since the system will not work on a class

with x′
k ≥ αk/

√
n when

∑
k∈K

(x′k)
+

µk
>u⋄ according to policy ψn⋄ . Hence, we have

GnV(x) =
∑
k∈K

λnk(x)×
(
V(x− ek√

n
)−V(x)

)
+µnξ

(
V
(
x+

eξ√
n
+ eK+1(ξ

′ − ξ)

)
−V(x)

)
≤
∑
k∈K

λnk(x)×
(
V1(x−

ek√
n
)−V1(x)

)
+µnξ

(
−1+V1

(
x+

eξ√
n

)
−V1(x)

)
≤
∑
k∈K

λnk(x)

µk
√
n
+Υ

µnξ√
n
−µnξ =

∑
k∈K

√
nλ∗

k+ ζk(x)

µk
+Υ

√
nµξ −nµξ ≤−1,

for all sufficiently large n. In the above, we use λnk(x) = nλ∗
k +

√
nζnk (x), where |ζnk (x)/

√
n| ≤

an→ 0, and µnk = nµk for each k ∈K.

Case (1b):
∑

k∈K
x+
k
µk

≤ u⋄. In this case, since
∑

k∈K
|xk|
µk

> r, then
∑

k∈K
x−
k
µk

=
∑

k∈K
|xk|
µk

−∑
k∈K

x+
k
µk
> r−u⋄ > 0. For policy ψn⋄ , when there is a class with customers waiting, the system

will not start to produce a new product from a class with an inventory level higher than the
corresponding safety stock. Hence if the state transition is due to a production completion, then
for the new state x′ = (x′

1, . . . , x
′
K , ξ

′), we still have ξ′ ̸= ξ, and V0(x
′) = 0. Following a similar

computation as in Case (1a), we obtain that GnV(x)≤−1 for all sufficiently large n.
Case (2): V0(x) = 0 for x= (x1, . . . , xK , ξ). In this case, from the definition of V0 in (67), we

know that there is either no product in production (ξ = 0) or the class index ξ of the product
in production satisfies xξ <αξ/

√
n. Suppose the system state x transits to x′ at the next event,

which can be either an order arrival or a production completion. We argue that V0(x
′) = 0

according to policy ψn⋄ . To see this, we first consider the case where the state transition is due
to an order arrival. Note that if the system is occupied before an order arrival, the arrival of any
class k will not change ξ (the class in production) and will reduce xk by 1/

√
n, so V0 remains

at zero at the new state x′. If the system is idle before the arrival, then xk ≥ 0 for each k (i.e.,

no order is waiting) and we have
∑

k∈K
x+
k
µk

=
∑

k∈K
|xk|
µk

> r. According to the scheduling part of

policy ψn⋄ , after the new arrival, the system only chooses from classes with x′
k <αk/

√
n, hence

we also have V0(x
′) = 0 by (67). Next, we consider the case where the state transition is due

to a production completion. Since
∑

k∈K
|xk|
µk

> r, we obtain that either
∑

k∈K
x+
k
µk
> r/2>u⋄ or∑

k∈K
x−
k
µk
> r/2 > |l⋄|. In the former, we have V0(x

′) = 0 from the previous discussion. In the
latter, there is at least one class with customers waiting. Based on the scheduling part of the
policy, the system will not work on classes with an inventory level higher than the corresponding
safety stock level αk. Hence, we also have V0(x

′) = 0. In summary, the indicator function V0

does not change its value when there is a state transition from x to x′ if V0(x) = 0.
Next, we consider two subcases in order to compute GnV(x) when

∑
k∈K

|xk|
µk

> r.

Case (2a): xk ≥ αk/
√
n for all k. Then the system is idle under the proposed policy. Hence,

only an order arrival can change the state and using the definition of V in (69), we have

GnV(x) =
∑

k:xk≥αk/
√
n

λnk(x)×
(
V1(x−

ek√
n
)−V1(x)

)
=

∑
k:xk>αk/

√
n

λnk(x)×
(
V1(x−

ek√
n
)−V1(x)

)
+

∑
k:xk=αk/

√
n

λnk(x)×
(
V1(x−

ek√
n
)−V1(x)

)
= −Υ

∑
k:xk>αk/

√
n

λnk(x)

µk
√
n
+

∑
k:xk=αk/

√
n

λnk(x)

µk
√
n

≤ −
√
n+

∑
k∈K

an
µk

≤−1, provided that n is sufficiently large.

In the last inequality, we use the fact that λnk(x) = nλ∗
k+

√
nζnk (x), where |ζnk (x)/

√
n| ≤ an→ 0,

and the inequality Υ
λ∗i
µi

≥
∑

k ̸=i
λ∗k
µk

+1 for all i∈K.
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Case (2b): There exists a class k0 such that xk0 <αk0/
√
n and the system is working on

this class. We consider the following two situations.
i). If xk ≤ αk/

√
n for all k, then the arrivals of class i⋄ orders are outsourced according to

the policy. This is because if
∑

k∈K
|xk|
µk

> r and xk ≤ αk/
√
n for all k ∈ K, then we must have∑

k∈K
xk
µk
< l⋄. Hence, using (69) and the fact that

∑
k∈K

λ∗k
µk

= 1, we can compute

GnV(x) = µnk0

(
V1(x+

ek0√
n
)−V1(x)

)
+
∑
k ̸=i⋄

λnk(x)×
(
V1(x−

ek√
n
)−V1(x)

)
= −

(
√
n−

∑
k ̸=i⋄

λnk(x)

µk
√
n

)
≤−λ

∗
i⋄

µi⋄

√
n+

∑
k ̸=i⋄

an
µk

≤−1, for n sufficiently large.

ii). Otherwise, there exists a class k1 such that xk1 >αk1/
√
n. When the system state is x, if

a new class i⋄ order should not be outsourced, let K(x) =K; otherwise, let K(x) =K\{i⋄}. As
xk1 >αk1/

√
n, we have k1 ∈K(x). We can obtain from (69) that for n sufficiently large,

GnV(x) = µnk0

(
V1(x+

ek0√
n
)−V1(x)

)
+
∑

k∈K(x)

λnk(x)×
(
V1(x−

ek√
n
)−V1(x)

)
≤

∑
k∈K(x):xk>αk/

√
n

λnk(x)×
(
V1(x−

ek√
n
)−V1(x)

)
+

∑
k∈K(x):xk≤αk/

√
n

λnk(x)×
(
V1(x−

ek√
n
)−V1(x)

)
≤−Υ

∑
k∈K(x):xk>αk/

√
n

λnk(x)

µk
√
n
+

∑
k∈K(x):xk≤αk/

√
n

λnk(x)

µk
√
n

≤−Υ
λnk1(x)

µk1
√
n
+
∑
k ̸=k1

λnk(x)

µk
√
n
≤−

√
n+Υ

∑
k∈K

an
µk

≤−1,

where we have used (66) in the last line. The proof is therefore complete. □

C. Proof of Proposition 2 To prove the tightness of {X̃n⋄ (∞)}, we will analyze the
hydrodynamic-scaled processes. To this end, we first introduce the hydrodynamic-scaled pro-
cesses under the proposed policy ψn⋄ as follows. For simplicity of presentation, we omit the
subscript ⋄ notation in defining these processes. For k ∈K and t≥ 0, define

S̄nk (t) =
Snk (t/

√
n)√

n
, N̄n

k (t) =
Nk(

√
nt)√
n

, T̄ nk (t) =
√
nT nk (t/

√
n),

Q̄n
k(t) =

Qn
k(t/

√
n)√

n
, Ōn

k (t) =
On
k (t/

√
n)√

n
,

λ̄nk(t) =
1√
n

∫ t/
√
n

0

λnk(s)ds= λ∗
kt+

∫ t/
√
n

0

ζnk (s)ds= λ∗
kt+

1√
n

∫ t

0

ζnk (u/
√
n)du. (70)

Then we have

Q̄n
k(t) =Q̄

n
k(0)+ S̄nk (T̄

n
k (t))− N̄n

k (λ̄
n
k(t))+ Ōn

k (t). (71)

Finally, define
X̄n(t) = (Q̄n(t), C̄n(t)), t≥ 0,

where Q̄n(t) := (Q̄n
1 (t), . . . , Q̄

n
K(t)), C̄

n(t) = Cn(t/
√
n) and recall that Cn(t) denotes the cus-

tomer class in production at time t in the nth system. It is clear that X̃n⋄ (∞) is also a stationary
distribution of X̄n(·). In the following, we use X̄n(∞) to denote X̃n⋄ (∞), to emphasize that we are
analyzing hydrodynamic-scaled processes. It is then enough to prove the tightness of {X̄n(∞)}.
We use the approach in [14, Section 3], where the main idea is to construct appropriate

Lyapunov functions to obtain tail bounds on X̄n(∞). Following Gamarnik and Zeevi [14], we
define for θ > 0 and a function Φ (with a slight abuse of the notations):

Ln1 (θ, t) := sup
(q,ξ)

E(q,ξ)

[
exp

(
θ|Φ(X̄n(t))−Φ(q, ξ)|

)]
, (72)
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Ln2 (θ, t) := sup
(q,ξ)

E(q,ξ)

[
(Φ(X̄n)−Φ(q, ξ))2 · exp

(
θ(Φ(X̄n(t))−Φ(q, ξ))+

)]
, (73)

for t≥ 0, where E(q,ξ) stands for the conditional expectation operator E[·|X̄n(0) = (q, ξ)] with
Q̄n(0) = q ∈RK and C̄n(0) = ξ ∈K∪{0}.

We divide the proof of Proposition 2 into two parts. In Section C.1, we prove that the sequence

of random variables
{∑

k∈K
(Q̄n

k (∞)−1)+

µk

}
is tight. In Section C.2, we show that the sequence of

random variables

{(∑
k∈K

Q̄n
k (∞)

µk

)−
}

is tight. Combining these two parts together, and using∑
k |xk| ≤ 2

∑
k x

+
k +(

∑
k xk)

−, we obtain the tightness of
{∑

k∈K
|Q̄n

k (∞)|
µk

}
. Since C̄n(∞) takes

value in a compact set K∪{0}, the tightness of {X̄n(∞)} then readily follows.
In the following, we denote by π̄n the distribution of X̄n(∞), and Pπ̄n the probability condi-

tional on that X̄n(0) follows π̄n.

C.1. Tightness of
{∑

k∈K
(Q̄n

k (∞)−1)+

µk

}
. We have the following result.

Lemma 8. There exist constants C1,C2 > 0, which are independent of n such that for all
sufficiently large n,

Pπ̄n

(∑
k∈K

(Q̄n
k(0)− 1)+

µk
> s

)
≤C1e

−C2·s, for all s > 0.

As a consequence, the sequence of random variables {
∑

k∈K
(Q̄n

k (∞)−1)+

µk
} is tight.

The key step in proving Lemma 8 is the following result.

Lemma 9. There exist constants t0, c0, γ > 0, which are independent of n, such that for all
sufficiently large n,

sup

(q,ξ):
∑

k∈K
(qk−1)+

µk
>c0

{
E(q,ξ)

[∑
k∈K

(Q̄n
k(t0)− 1)+

µk

]
−
∑
k∈K

(qk− 1)+

µk

}
≤−γ. (74)

Using the terminology from Gamarnik and Zeevi [14], Lemma 9 says that the function

Φ(q, ξ) =
∑
k∈K

(qk− 1)+

µk
, (75)

is a Lyapunov function with drift size parameter γ, drift parameter t0 > 0, and exception
parameter c0. With Lemma 9, we now proceed to prove Lemma 8.

Proof of Lemma 8. We use Lemma 9 and apply Theorem 6 in Gamarnik and Zeevi [14].
In the following, Ln1 (θ, t) and L

n
2 (θ, t) are defined in (72) and (73) respectively, with Φ given in

(75). Recall that

Q̄n
k(t) = Q̄n

k(0)+ S̄nk (T̄
n
k (t))− N̄n

k (λ̄
n
k(t))+ Ōn

k (t). (76)

Since the function Φ(q, ξ) in (75) does not depend on the value of ξ, with a slight abuse of the

notations, we write Φ(q) =Φ(q, ξ) =
∑

k∈K
(qk−1)+

µk
. Then for each t≥ 0,

|Φ(Q̄n(t))−Φ(Q̄n(0))| ≤
∑
k∈K

∣∣Q̄n
k(t)− Q̄n

k(0)
∣∣/µk =∑

k∈K

1

µk

∣∣S̄nk (T̄ nk (t))− N̄n
k (λ̄

n
k(t))+ Ōn

k (t)
∣∣

≤

∣∣∣∣∣∑
k∈K

1

µk
S̄nk (T̄

n
k (t))

∣∣∣∣∣+
∣∣∣∣∣∑
k∈K

1

µk
N̄n
k (λ̄

n
k(t))

∣∣∣∣∣
≤
∑
k∈K

1

µk
S̄nk (t)+

∑
k∈K

1

µk
N̄n
k (λ̄

n
k(t)), (77)
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where we have used the fact that 0≤ Ōn
k (t)≤ N̄n

k (λ̄
n
k(t)). It follows that for each t≥ 0,

Ln1 (θ, t) ≤ E

[
exp

(∑
k∈K

θ

µk
S̄nk (t)+

∑
k∈K

θ

µk
N̄n
k (λ̄

n
k(t))

)]
= ΠK

k=1E[exp(
θ

µk
S̄nk (t))] ·E[exp(

θ

µk
N̄n
k (λ̄

n
k(t)))]

≤ ΠK
k=1 exp

(√
ntµk(e

θ√
nµk − 1)

)
· exp

(
[
√
n(λ∗

k+ an)t](e
θ√
nµk − 1)

)
, (78)

where in the second inequality we have used the moment generating functions of Poisson dis-
tributions and λ̄nk(t) = λ∗

kt+
1√
n

∫ t
0
ζnk (u/

√
n)du≤ (λ∗

k+ an)t. Hence, for any θ > 0,

limsup
n→∞

Ln1 (θ, t0)≤ΠK
k=1 exp

(
θt0(µk+λ∗

k)

µk

)
:=G(θ, t0)<∞. (79)

Next, we verify that there exists θ > 0 such that θLn2 (θ, t0) ≤ γ for all sufficiently large n.
Using the fact that x2 ≤ 2ex for all x ≥ 0, we can obtain that E[Y 2eθ|Y |] ≤ 2E[e(θ+1)|Y |] for a
random variable Y . Hence, we infer from the definitions of Ln1 ,L

n
2 , and (79) that

limsup
n→∞

Ln2 (θ, t0)≤ 2G((1+ θ), t0).

It is clear that we can choose a sufficiently small θ > 0 so that θ ·G((1+ θ), t0)≤ γ. Hence, we
obtain that θLn2 (θ, t0)≤ γ for sufficiently large n.
Using Lemma 9 and Theorem 6 in Gamarnik and Zeevi [14], we infer that

Pπ̄n

(∑
k∈K

(Q̄n
k(0)− 1)+

µk
> s

)
≤ (1− γθ/2)−1Ln1 (θ, t0) exp(−θ(s− c0)),

where t0, c0 are from Lemma 9. The result in Lemma 8 then follows from Equation (79). □

Proof of Lemma 9. To show (74), it is enough to prove that

sup

(q,ξ):
∑

k∈K
(qk−1)+

µk
>c0

E(q,ξ)

(∑
k∈K

(Q̄n
k(t0)− 1)+

µk
−
∑
k∈K

(qk− 1)+

µk
+2γ

)+
≤ γ. (80)

Fix t0 > 0. Let c0 >u⋄. Define an event A := {
∑

k∈K
1
µk
N̄n
k (λ̄

n
k(t0))< c0 −u⋄}. First, from (77),

E(q,ξ)

(∑
k∈K

(Q̄n
k(t0)− 1)+

µk
−
∑
k∈K

(qk− 1)+

µk
+2γ

)+

· 1Ac


≤ E(q,ξ)

[(∑
k∈K

1

µk
S̄nk (t0)+

∑
k∈K

1

µk
N̄n
k (λ̄

n
k(t0))+ 2γ

)
· 1Ac

]
. (81)

From (78), the collection of random variables {
∑

k∈K
1
µk
S̄nk (t0)+

∑
k∈K

1
µk
N̄n
k (λ̄

n
k(t0)) : n≥ 1} is

uniformly integrable. Given ϵ > 0 and t0 > 0, we can choose c0 > 0 large so that P(Ac)< ϵ, and

E(q,ξ)

[(∑
k∈K

1

µk
S̄nk (t0)+

∑
k∈K

1

µk
N̄n
k (λ̄

n
k(t0))+ 2γ

)
· 1Ac

]
≤ (2γ+1)ϵ. (82)

Next, we control the expectation when event A holds. Note that for
∑

k∈K
(qk−1)+

µk
> c0 and on

the event A, we can obtain from (76) that for t∈ [0, t0]∑
k∈K

(Q̄n
k(t)− 1)+

µk
≥
∑
k∈K

(qk− 1)+

µk
−
∑
k∈K

1

µk
N̄n
k (λ̄

n
k(t))> c0 −

∑
k∈K

1

µk
N̄n
k (λ̄

n
k(t))>u⋄.
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Then, under policy ψn⋄ , the system will not work on any new product from a class k with
Q̄n
k(t) ≥

αk√
n
. As one product may be initially in production, for each class, we have (Q̄n

k(t)−
1)+ ≤ (qk− 1)++ 1√

n
for t∈ [0, t0]. Furthermore, note that there must exist a class k0 such that

Q̄n
k0
(t)> 1 for s∈ [0, t0]. Then (Q̄n

k0
(t0)− 1)+− (qk0 − 1)+ = Q̄n

k0
(t0)− qk0 ≤−N̄n

k0
(λ̄nk0(t0))+

1√
n
.

From (76),

∑
k∈K

(Q̄n
k(t0)− 1)+

µk
−
∑
k∈K

(qk− 1)+

µk
+2γ ≤ − 1

µk0
N̄n
k0
(λ̄nk0(t0))+

1√
n

∑
k∈K

1

µk
+2γ.

As a result,

E(q,ξ)

(∑
k∈K

(Q̄n
k(t0)− 1)+

µk
−
∑
k∈K

(qk− 1)+

µk
+2γ

)+

· 1A


≤E(q,ξ)

(− 1

µk0
N̄n
k0
(λ̄nk0(t0))+

1√
n

∑
k∈K

1

µk
+2γ

)+


≤

(
2γ+

1√
n

∑
k∈K

1

µk

)
·P

(
1

µk0
N̄n
k0
(λ̄nk0(t0))< 2γ+

1√
n

∑
k∈K

1

µk

)
. (83)

Note that when n is sufficiently large, we can choose an appropriately small γ <
λ∗k0

t0

4µk0
, so that

the term in (83) is upper bounded by γ
2
≤ γ−(2γ+1)ϵ, where 0< ϵ< γ/2(2γ+1). On combining

with (81) and (82), we obtain (80). The proof is therefore complete. □

C.2. Tightness of

{(∑
k∈K

Q̄n
k (∞)

µk

)−
}
. With a slight abuse of the notations, we use the

Lyapunov function

Φ(q, ξ) =Φ(q) =−min

(∑
k ̸=i⋄

qk
µk

+
1

µi⋄
min(qi⋄ ,

αi⋄√
n
),0

)
=

(∑
k∈K

qk
µk

− 1

µi⋄

(
qi⋄ −

αi⋄√
n

)+
)−

.

(84)
We have the following result.

Lemma 10. There exist constants t0, c0, γ > 0, which are independent of n, such that for
Φ(·) in (84),

sup
(q,ξ):Φ(q)>c0

{
E(q,ξ)

[
Φ(Q̄n(t0))

]
−Φ(q)

}
≤−γ, for all sufficiently large n. (85)

Using Lemma 10, we can then obtain the sought tightness result in the following lemma, the
proof of which is similar to the one of Lemma 8 and is thus omitted.

Lemma 11. There exist constants C1,C2 > 0, which are independent of n such that for all
sufficiently large n,

Pπ̄n

(∑
k∈K

Q̄n
k(0)

µk
− 1

µi⋄

(
Q̄n
i⋄(0)−

αi⋄√
n

)+
)−

> s

≤C1e
−C2·s, for all s > 0.

As a consequence, the sequence of random variables

{(∑
k∈K

Q̄n
k (∞)

µk

)−
}

is tight.
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Proof of Lemma 10. Pick c0 > −l⋄ and let B = {
∑

k∈K
1
µk
S̄nk (T̄

n
k (t0)) ≤ c0 + l⋄}. From

(78), the collection {
∑

k∈K
1
µk
S̄nk (t0)+

∑
k∈K

1
µk
N̄n
k (λ̄

n
k(t0)) : n≥ 1} is uniformly integrable. Given

ϵ > 0 and t0 > 0, similar to (81), one can choose c0 large enough so that P(Bc)< ϵ, and

E(q,ξ)

[
(Φ(Q̄n(t0))−Φ(q)) · 1Bc

]
≤ ϵ. (86)

For Φ(q)> c0, we can infer from (76) that on the event B, for t∈ [0, t0]∑
k ̸=i⋄

Q̄n
k(t)

µk
+

1

µi⋄
min(Q̄n

i⋄(t), αi⋄/
√
n) ≤

∑
k ̸=i⋄

Q̄n
k(0)

µk
+

1

µi⋄
min(Q̄n

i⋄(0), αi⋄/
√
n)+

∑
k∈K

1

µk
S̄nk (T̄

n
k (t))

< −c0 + c0 + l⋄ = l⋄.

Next, we consider the following two cases to bound E(q,ξ)

[(
Φ(Q̄n(t))−Φ(x)

)
· 1B
]
.

Case 1: Qn
i⋄(0)<αi⋄ . Note that the system will not work on class i⋄ products if Qn

i⋄ reaches
αi⋄ (because there are customers waiting in other classes), hence Qn

i⋄(t)≤ αi⋄ for t∈ [0, t0], and
class i⋄ orders are always outsourced during [0, t0]. This implies that

E(q,ξ)

[
(Φ(Q̄n(t))−Φ(q)) · 1B

]
= E(q,ξ)

[(∑
k ̸=i⋄

1

µk
N̄n
k (λ̄

n
k(t))−

∑
k∈K

1

µk
S̄nk (T̄

n
k (t))

)
· 1B

]

= E(q,ξ)

[(∑
k ̸=i⋄

λ∗
k

µk
t− t

)
· 1B

]
−E(q,ξ)

[(∑
k ̸=i⋄

λ∗
k

µk
t−
∑
k ̸=i⋄

1

µk
N̄n
k (λ̄

n
k(t))+

∑
k∈K

1

µk
S̄nk (T̄

n
k (t))− t

)
· 1B

]

=
−λ∗

i⋄t

µi⋄
·P(B)−E(q,ξ)

[(∑
k ̸=i⋄

λ∗
k

µk
t−
∑
k ̸=i⋄

1

µk
N̄n
k (λ̄

n
k(t))+

∑
k∈K

1

µk
S̄nk (T̄

n
k (t))− t

)
· 1B

]
.

Because the system is always busy, we have
∑

k∈K T̄
n
k (t) = t, and then for n sufficiently large,

E(q,ξ)

[(∑
k ̸=i⋄

λ∗
k

µk
t−
∑
k ̸=i⋄

1

µk
N̄n
k (λ̄

n
k(t))

)
· 1B

]
≤ ϵ and E(q,ξ)

[(∑
k∈K

1

µk
S̄nk (T̄

n
k (t))− t

)
· 1B

]
< ϵ.

Using the fact that P(B)> 1− ϵ, we infer that

E(q,ξ)

[(
Φ(Q̄n(t))−Φ(q)

)
· 1B
]
≤−λ

∗
i⋄t

µi⋄
· (1− ϵ)+ 2ϵ. (87)

Case 2: Qn
i⋄(0)≥ αi⋄ . We can compute that

E(q,ξ)

[(
Φ(Q̄n(t))−Φ(q)

)
· 1B
]
= E(q,ξ)

[(∑
k ̸=i⋄

1

µk
N̄n
k (λ̄

n
k(t))−

∑
k ̸=i⋄

1

µk
S̄nk (T̄

n
k (t))

)
· 1B

]
− 1

µi⋄
E(q,ξ)

[(
min(Q̄n

i⋄(t),
αi⋄√
n
)−min(Q̄n

i⋄(0),
αi⋄√
n
)

)
· 1B
]
,

One can verify that min(Q̄n
i⋄(t),

αi⋄√
n
) − min(Q̄n

i⋄(0),
αi⋄√
n
) = 0 and 0 ≤ S̄ni⋄(T̄

n
i⋄(t)) ≤ 1√

n
:

min(Q̄n
i⋄(t),

αi⋄√
n
)−min(Q̄n

i⋄(0),
αi⋄√
n
) = 0 holds because whenever Qn

i⋄ reaches αi⋄ , new orders are

outsourced, hence Qn
i⋄ would not be smaller than αi⋄ ; 0 ≤ S̄ni⋄(T̄

n
i⋄(t)) ≤ 1√

n
holds because at

most one class i⋄ product can be produced (the one initially in production), and after that, the
system will allocate no capacity to class i⋄. As a result,

E(q,ξ)

[
(Φ(Q̄n(t))−Φ(q)) · 1B

]
≤ E(q,ξ)

[(∑
k ̸=i⋄

1

µk
N̄n
k (λ̄

n
k(t))−

K∑
k=1

1

µk
S̄nk (T̄

n
k (t))

)
· 1B

]
+

1√
nµi⋄

≤ −λ
∗
i⋄t

µi⋄
· (1− ϵ)+ 2ϵ+

1√
nµi⋄

,
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where the last inequality follows from a similar argument for (87).

Combing the above two cases, we have E(q,ξ)

[
Φ(Q̄n(t))−Φ(x)

]
· 1B ≤−λ∗i⋄ t

µi⋄
· (1− ϵ) + 3ϵ for

n sufficiently large and t∈ [0, t0]. Together with (86), we have for all sufficiently large n,

sup
(q,ξ):Φ(q)>c0

{
E(q,ξ)

[
Φ(Q̄n(t0))

]
−Φ(q)

}
≤−λ

∗
i⋄t0
µi⋄

· (1− ϵ)+ 4ϵ.

Hence, we obtain (85) by choosing γ > 0 small so that −λ∗i⋄ t0
µi⋄

· (1− ϵ)+ 4ϵ <−γ. □

D. Proof of Proposition 3 We first describe the hydrodynamic limit and its uniform
attraction property in Section D.1 and then use it to prove Proposition 3 in Section D.2.

D.1. Hydrodynamic Limit and Uniform Attraction For simplicity of presenta-
tion, we omit the subscript ∗ notation in the processes under policy ψn∗ . We consider the
hydrodynamic-scaled processes {(Q̄n, W̄ n, Ōn, T̄ n, Īn)} with Q̄n, Ōn, T̄ n defined in (70) and

W̄ n(t) :=
1√
n
W n

(
t√
n

)
, Īn(t) :=

√
nIn

(
t√
n

)
.

In Lemma 12, we establish the convergence of the hydrodynamic-scaled processes under the
proposed policies. Its proof is standard and thus is omitted.

Lemma 12. Fix a constant M > 0 and assume that
∑

k∈K
|Q̄n(0)|
µk

≤M for all n. Then for

any subsequence of hydrodynamic-scaled processes {(Q̄n, W̄ n, Ōn, T̄ n, Īn)}, there is a further
subsequence N , such that along this subsequence N ,

(Q̄n, W̄ n, Ōn, T̄ n, Īn)→ (Q̄, W̄ , Ō, T̄ , Ī), u.o.c.,

for some Lipschitz continuous process (Q̄, W̄ , Ō, T̄ , Ī), which is called a hydrodynamic limit.

Owing to the Liptschitz continuity, the hydrodynamic limit processes are differentiable at
almost all t≥ 0. Following the convention in the literature (e.g., Mandelbaum and Stolyar [21]),
any t such that the limit processes are differentiable is called regular. When we write derivatives
of the limit processes with respect to t, we assume they are at a regular time.

Lemma 13. Any hydrodynamic limit satisfies the following properties:
1. For t≥ 0,

Q̄k(t) = Q̄k(0)+µkT̄k(t)−λ∗
kt+ Ōk(t),

Ī(t) = t−
∑
k∈K

T̄k(t),

W̄ (t) = W̄ (0)− Ī(t)+
∑
k∈K

Ōk(t)

µk
,

Ī, T̄ , Ōi∗ are non-decreasing,
Ō′
i∗(t)≤ λ∗

i∗ , and Ōk(t) = 0, for k ̸= i∗.

(88)

2. There is a constant χ> 0 such that

(a) If f1(t) :=
∑

k∈K
(Q̄k(t))

+

µk
>u∗, then f

′
1(t)<−χ.

(b) If f2(t) :=
∑

k ̸=i∗
Q̄k(t)

µk
+

min(Q̄i∗ (t),0)
µi∗

< l∗, then f
′
2(t)>χ.

(c) For k ∈K, let q∗k =Γk(W̄ (t)). If Ō′
k(t) = 0 and Q̄k(t)> q

∗
k, then Q̄

′
k(t) =−λ∗

k < 0.
(d) If W̄ (t)<u∗, then Ī

′(t) = 0; if W̄ (t)> l∗, then Ō
′
i∗(t) = 0.



Gao and Huang: Asymptotically Optimal Control of Make-to-Stock Systems
34 Mathematics of Operations Research 00(0), pp. 000–000, © 0000 INFORMS

Proof. 1. The equation for Q̄ follows from (71), the law of large numbers, random-time
change, and that λ̄nk(·) converges to λ∗

ke(·). The equation of Ī is from Īn(t) =
√
nIn(t/

√
n) =

t −
∑

k∈K T̄
n
k (t). The equation of W̄ is from W̄ n(t) =

∑
k∈K

Q̄n
k (t)

µk
and

∑
k∈K

λ∗k
µk

= 1. Because

Īn, T̄ n, Ōn
i∗ are non-decreasing, Ī , T̄ , Ōi∗ are non-decreasing. For any t, s≥ 0, Ōn

i∗(t+s)−Ōn
i∗(t)≤

Ēn
i∗(t+ s)− Ēn

i∗(t), and Ō
n
k (t) = 0 for k ̸= i∗, hence Ō′

i∗(t)≤ λ∗
i∗ and Ōk(t) = 0, for k ̸= i∗.

2. We prove the results one by one.
(a) If f1(t) > u∗, because f1 is continuous, there exists ϵ > 0 such that f1(s) > u∗ for

s∈ [t, t+ ϵ]. Then for n large enough,
∑

k∈K
(Q̄n

k (s))
+

µk
>u∗ for s∈ [t, t+ ϵ]. As a result, under the

proposed policy, the system will not work on any new product from a class k with Q̄n
k(s)≥

αk√
n
,

hence for each k ∈ K,
(Q̄n

k (u))
+

µk
cannot be larger than

(Q̄n
k (s))

+

µk
+ αk+1

µk
√
n
for s≤ u≤ t+ ϵ. Taking

n→ ∞, one has (Q̄k(u))
+ ≤ (Q̄k(s))

+ for any t ≤ s ≤ u ≤ t+ ϵ. That is, for k ∈ K, (Q̄k)
+ is

non-increasing in [t, t+ ϵ]. Since f1(s) > u∗ for s ∈ [t, t+ ϵ], there exists a class k0 such that
Q̄k0(s)> 0 for s ∈ [t, t+ ϵ]. For n large enough, Q̄n

k0
(s)>

αk0√
n

for s ∈ [t, t+ ϵ], hence the system

will not work on a new product from class k0. Then 0 ≤ S̄nk0(T̄
n
k0
(s)) − S̄nk0(T̄

n
k0
(t)) ≤ 1√

n
for

s ∈ [t, t + ϵ]. Taking n→ ∞, one has T̄k0(s) = T̄k0(t) for s ∈ [t, t + ϵ], which gives T̄ ′
k0
(t) = 0.

If k0 = i∗, then because Q̄n
k0
(s)>

αk0√
n

for s ∈ [t, t+ ϵ] and n large enough, no class k0 order is

outsourced. If k0 ̸= i∗, then no class k0 order is outsourced. In both cases, Ōn
k0
(s) = Ōn

k0
(t) for

s ∈ [t, t+ ϵ]. Taking n→∞, one has Ōk0(s) = Ōk0(t) for s ∈ [t, t+ ϵ], hence Ō′
k0
(t) = 0. Given

that the derivative of (Q̄k)
+ cannot be larger than 0 for k ∈K and Q̄k0(s)> 0 for s∈ [t, t+ ϵ],

f ′
1(t)≤

Q̄′
k0
(t)

µk0
=−

λ∗
k0

µk0
≤−χ :=−min

k

{
λ∗
k

µk

}
. (89)

(b) If f2(t)< l∗, then there are three cases:
i) If Q̄i∗(t)< 0, then there exists ϵ > 0 such that Q̄i∗(s)< 0 and f2(s)< l∗ for s∈ [t, t+ϵ].

For n large enough, one has
∑

k ̸=i∗
Q̄n

k (s)

µk
+

min(Q̄n
i∗ (s),0)
µi∗

< l∗ and Q̄
n
i∗(s)< 0 for s∈ [t, t+ϵ]. During

this period, class i∗ orders will be outsourced, that is, Ōn
i∗(s) − Ōn

i∗(t) = Ēn
i∗(s) − Ēn

i∗(t) for
s∈ [t, t+ ϵ]. Taking n→∞, Ōi∗(s)− Ōi∗(t) = λ∗

i∗(s− t) for s∈ [t, t+ ϵ], hence Ō′
i∗(t) = λ∗

i∗ . The
system is always busy during this period, then Īn(s) = Īn(t) for s ∈ [t, t+ ϵ]. Taking n→∞,
Ī(s) = Ī(t) for s∈ [t, t+ ϵ], hence Ī ′(t) = 0. Note that Q̄i∗(s)< 0 for s∈ [t, t+ ϵ], then

f2(s) =W̄ (s) = W̄ (0)− Ī(s)+
∑
k∈K

Ōk(s)

µk
, for s∈ [t, t+ ϵ].

As Ī ′(t) = 0 and Ōk(t) = 0 for k ̸= i∗, f ′
2(t) =

Ō′
i∗ (t)
µi∗

=
λ∗i∗
µi∗

>χ> 0.

ii) If Q̄i∗(t)> 0, then there exists ϵ > 0 such that f2(s)< l∗ and Q̄i∗(s)> 0 for s∈ [t, t+ϵ].

Hence, f ′
2(t) =

∑
k ̸=i∗

Q̄′
k(t)

µk
. For n large enough, Q̄n

i∗(s)≥
αi∗+1√

n
and

∑
k ̸=i∗

Q̄n
k (s)

µk
+

min(Q̄n
i∗ (s),0)
µi∗

< l∗
for s ∈ [t, t+ ϵ], so the system will not produce new class i∗ products. Then 0≤ S̄ni∗(T̄

n
i∗(s))−

S̄ni∗(T̄
n
i∗(t))≤ 1√

n
for s ∈ [t, t+ ϵ]. Taking n→∞, one has T̄i∗(s) = T̄i∗(t) for s ∈ [t, t+ ϵ], which

gives T̄ ′
i∗(t) = 0. Similarly, one can prove that

∑
k∈K T̄

′
k(t) = 1, hence

∑
k ̸=i∗ T̄

′
k(t) = 1. Then

f ′
2(t) =

∑
k ̸=i∗

Q̄′
k(t)

µk
=
∑
k ̸=i∗

T̄ ′
k(t)−

∑
k ̸=i∗

λ∗
k

µk
=

(
1−

∑
k ̸=i∗

λ∗
k

µk

)
=
λ∗
i∗

µi∗
≥ χ> 0.

iii) If Q̄i∗(t) = 0, then note that there exists ϵ > 0 such that
∑

k ̸=i∗
Q̄k(s)

µk
+ min(Q̄i∗ (s),0)

µi∗
<

l∗ for s ∈ [t, t+ ϵ]. Next, we prove Q̄i∗(s) = 0 for s ∈ [t, t+ ϵ]. We prove it by contradiction: if
Q̄i∗(s)< 0 for some s∈ (t, t+ ϵ], then due to the continuity of Q̄i∗ , there is s0 ∈ (t, s) such that
Q̄i∗(s0) = Q̄i∗(s)/2< 0 and Q̄i∗(u)≤ Q̄i∗(s)/2 for u ∈ [s0, s]; however, from the discussion in i)
above, Ō′

i∗(u) = λ∗
i∗ for u∈ [s0, s], hence Q̄i∗ cannot decrease in [s0, s] and a contradiction occurs;

if Q̄i∗(s)> 0 for some s∈ (t, t+ ϵ], then there is s0 ∈ (t, s) such that Q̄i∗(s0) = Q̄i∗(s)/2> 0 and
Q̄i∗(u) ≥ Q̄i∗(s)/2 > 0 for u ∈ [s0, s]; however, from the discussion in ii) above, T̄ ′

i∗(u) = 0 for
u∈ [s0, s], hence Q̄i∗ cannot increase in [s0, s] and then a contradiction occurs.
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As a result, f ′
2(t) =

∑
k ̸=i∗

Q̄′
k(t)

µk
. Next we prove

∑
k ̸=i∗ T̄

′
k(t) = 1, which is equivalent to T̄ ′

i∗(t) =

0. Because limn→∞ Q̄n
i∗(t) = Q̄i∗(t) = 0, we consider two subsequences: {n : Q̄n

i∗(t) ≥
αk√
n
} and

{n : Q̄n
i∗(t)<

αk√
n
}. For any system in the first subsequence, Q̄n

i∗(s)≥
αi∗√
n
for s∈ [t, t+ ϵ] because

once Q̄n
i∗ reaches αi∗√

n
, new arrivals are outsourced, hence Q̄n

i∗ cannot decrease anymore. Then

the system will not choose to produce new class i∗ items, hence S̄ni∗(T̄
n
i∗(s))− S̄ni∗(T̄ ni∗(t))≤ 1√

n
for

s ∈ [t, t+ ϵ]. Taking n→∞, T̄i∗(s)− T̄i∗(t) = 0 for s ∈ [t, t+ ϵ], hence T̄ ′
i∗(t) = 0. For systems in

the second subsequence, Q̄n
i∗(s)≤

αi∗√
n
for s∈ [t, t+ ϵ] because if Q̄n

i∗ reaches
αi∗√
n
, then the system

allocates no capacity to class i∗ and Q̄n
i∗ cannot increase to αk+1√

n
. As a result, class i∗ orders will

be outsourced. Following the argument in i) above, one has Ō′
i∗(t) = λ∗

i∗ , hence T̄
′
i∗(t) = Q̄′

i∗(t),
which equals 0 because Q̄i∗(s) = 0 for s ∈ [t, t+ ϵ]. Since the limits of both subsequences have
the same derivative, one has T̄ ′

i∗(t) = 0 for any hydrodynamic limit.
Then

f ′
2(t) =

∑
k ̸=i∗

Q̄′
k(t)

µk
=
∑
k ̸=i∗

T̄ ′
k(t)−

∑
k ̸=i∗

λ∗
k

µk
=

(
1−

∑
k ̸=i∗

λ∗
k

µk

)
=
λ∗
i∗

µi∗
>χ> 0.

(c) If Q̄k(t) > q∗k, then there must be a class l such that Q̄l(t) < q∗l := Γl(W̄ (t)). There
is ϵ > 0 such that Q̄k(s) > Γk(W̄ (s)) and Q̄l(s) < Γl(W̄ (s)) for s ∈ [t, t + ϵ]. Then Q̄n

k(s) >
Γk(W̄

n(s)) and Q̄n
l (s) < Γl(W̄

n(s)) for s ∈ [t, t+ ϵ] and n large enough. First, we argue that,
under the proposed policies, the system will not allocate capacity to new class k products during
the interval [t, t+ ϵ]. For the setting with strictly convex holding/waiting cost functions, using
the KKT condition, one can verify that g′k(Q̄

n
k(s))µk > g′k(Q̄

n
l (s))µl for s ∈ [t, t+ ϵ], hence the

system will not allocate capacity to new class k products during that interval. For the setting
with linear holding/waiting cost functions, if W̄ n(s)> un, then k /∈ Cn(s/

√
n) and the system

will not choose to produce new class k products; if W̄ n(s)≤ un, then Cn(s/
√
n) =K. We consider

the case W̄ n(s)> 0 and the case W̄ n(s)≤ 0 can be argued similarly. Note that k /∈N n(s/
√
n).

If N n(s/
√
n) ̸= ∅, then the system will choose to produce a product from a class in N n(s/

√
n)

hence not k; if N n(s/
√
n) = ∅, then Pn(t) = K and k ̸= argmink∈Pn(t) hkµk (because if k =

argmink∈Pn(t) hkµk, then l ∈N n(s/
√
n)).

As the system will not allocate capacity to new class k products during [t, t+ ϵ], S̄nk (T̄
n
k (s))−

S̄nk (T̄
n
k (t)) ≤ 1√

n
for s ∈ [t, t+ ϵ]. Taking n→∞, one has T̄k(s) = T̄k(t) for s ∈ [t, t+ ϵ]. Hence

T̄ ′
k(t) = 0. Together with the assumption that Ō′

k(t) = 0, one has Q̄′
k(t) =−λ∗

k < 0.
(d) If W̄ (t)<u∗, there exists ϵ > 0 such that W̄ (s)<u∗ for s∈ [t, t+ ϵ]. Then W̄ n(s)<u∗

for s∈ [t, t+ ϵ] and n large enough. As a result, Q̄n
k(s)≥

αk√
n
for all k ∈K and

∑
k∈K

(Q̄n
k (s))

+

µk
≥ u∗

cannot hold simultaneously for s∈ [t, t+ϵ]. The system is then always busy, that is Īn(s) = Īn(t)
for s∈ [t, t+ ϵ]. Taking limit, one has Ī(s) = Ī(t) for s∈ [t, t+ ϵ], hence Ī ′(t) = 0.

If W̄ (t)> l∗, there exists ϵ > 0 such that no class i∗ order is outsourced during [t, t+ ϵ]. This
is because there is ϵ > 0 such that W̄ (s)> l∗ for s ∈ [t, t+ ϵ], hence W̄ n

i∗(s)> l∗ for s ∈ [t, t+ ϵ]
and n large enough. Hence Ōn

i∗(s) = Ōn
i∗(t) for s ∈ [t, t+ ϵ]. Taking n→∞, Ōi∗(s) = Ōi∗(t) for

s∈ [t, t+ ϵ], hence Ō′
i∗(t) = 0. □

Lemma 14 (Uniform attraction). Consider any hydrodynamic limit derived in Lemma 12
with

∑
k∈K

|Q̄k(0)|
µk

≤M for a constant M > 0. There exist T1, T2 > 0 depending on M such that

1. If
∑

k∈K
(Q̄k(0))

+

µk
>u∗, then

∑
k∈K

(Q̄k(t))
+

µk
≤ u∗ for all t≥ T1.

2. If
∑

k ̸=i∗
Q̄k(0)

µk
+

min(Q̄i∗ (0),0)
µi∗

< l∗, then
∑

k ̸=i∗
Q̄k(t)

µk
+

min(Q̄i∗ (t),0)
µi∗

≥ l∗ for all t≥ T2.

3. For all t≥ T :=max{T1, T2}, we have W̄ (t) = W̄ (T )∈ [l∗, u∗].
4. There exists a time TM >T , such that Q̄(t) = Γ(W̄ (t)) for all t≥ TM .

Proof. 1. If f1(t) :=
∑

k∈K
(Q̄(t))+

µk
> uγ∗ , then from Lemma 13, item 2a), f ′

1(t) < −χ < 0.

Note as well that f1(0)≤
∑

k∈K
|Q̄k(0)|
µk

≤M , hence within a finite time T1 > 0, f1 will return to
u∗, and cannot be larger than u∗ again.
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2. If f2(t) :=
∑

k ̸=i∗
Q̄k(t)

µk
+

min(Q̄i∗ (t),0)
µi∗

< l∗, then from Lemma 13, item 2b), f ′
2(t) > χ > 0.

Additionally, note that f2(0)≥−
∑

k∈K
|Q̄k(0)|
µk

≥−M , hence within a finite time T2 > 0, f2 will
return to l∗ and cannot be smaller than l∗ again.

3. Then for t ≥ T = max{T1, T2}, f1(t) :=
∑

k∈K
(Q̄k(t))

+

µk
≤ u∗ and f2(t) :=

∑
k ̸=i∗

Q̄k(t)

µk
+

min(Q̄i∗ (t),0)
µi∗

≥ l∗. One then gets W̄ (t)∈ [l∗, u∗]. Next we prove W̄ ′(t) = 0 and Ī ′(t) = 0.

(a) If W̄ (t)∈ (l∗, u∗), then from Lemma 13 item 2d), we have Ī ′(t) = 0, Ō′
i∗(t) = 0. Together

with Ōk(t)=0 for k ̸= i∗, and the equation W̄ (t) = W̄ (0)− Ī(t)+
∑

k∈K
Ōk(t)

µk
, we have W̄ ′(t) = 0.

(b) If W̄ (t) = l∗, then W̄ (·) cannot decrease. This is because f2 ≤ W̄ , and if W̄ (·) decreases,
then f2(·) will become strictly smaller than l∗. This is a contradiction to the choice of T . On
the other hand, W̄ (·) will not increase. This is because if it increases to l∗+ δ with δ > 0, it will
first reach l∗ +

δ
2
> l∗; however, from the discussion in (a), W̄ (·) will stay at l∗ +

δ
2
and cannot

increase to l∗ + δ. This is a contradiction. As a result, W̄ ′(t) = 0. From Lemma 13 item 2d),
Ī ′(t) = 0. Together with (88), one has Ō′

k(t) = 0 for all k ∈K.
(c) If W̄ (t) = u∗, then using an argument similar to the one for (b) above, we have W̄ ′(t) =

0. From Lemma 13 item 2d), Ō′
k(t) = 0 for all k ∈K. Together with (88), we then have Ī ′(t) = 0.

4. Then for t≥ T , W̄ (t)∈ [l∗, u∗]. Moreover, from the proof of item 3, Ō′
k(t) = 0 for all k ∈K

and Ī ′(t) = 0, for t ≥ T . If Q̄k(t) > q∗k := Γk(W̄ (t)), then from Lemma 13, item 2c), Q̄′
k(t) =

−λ∗
k < 0. As a result, after a finite time TM > T , Q̄k(t)≤ q∗k for all k ∈K. By the definition of

q∗, one then has Q̄k(t) = q∗k for all k ∈K and t≥ TM . □

D.2. Proof of Proposition 3. We first show that as n→∞,∣∣∣Q̃n
∗ (∞)−Γ(l∗ ∨ (W̃ n

∗ (∞)∧u∗))
∣∣∣⇒ 0. (90)

Assume X̄n(0), the initial state of the Markov process X̄n(·), follows a stationary distribution π̄n.
From Proposition 2, {X̄n(0)} is tight, hence for each subsequence, there is a further subsequence
(still indexed by n) such that X̄n(0)⇒ X̄(0). We assume that this is almost sure convergence by
Skorohod representation theorem. Then for ϵ > 0, we can chooseM such that P(

∑
k∈K

|Q̄k∗(0)|
µk

<

M)≥ 1−ϵ. For the hydrodynamic limits with
∑

k∈K
|Q̄k∗(0)|
µk

<M , from Lemma 14 item 4, there is

TM > 0 such that the corresponding hydrodynamic limits should satisfy Q̄∗(t) = Γ(l∗∨ (W̄∗(t)∧
u∗)) for t≥ TM . Here we use the fact that W̄∗(t)∈ [l∗, u∗] for t≥ TM . We fix such a t≥ TM . Then
from Lemma 12 and the continuity of the lifting function Γ, for n large enough in the further
subsequence, we can obtain that P(|Q̄n

∗ (t) − Γ(l∗ ∨ (W̄ n
∗ (t) ∧ u∗))| ≥ 2ϵ) ≤ 2ϵ. Because X̄n(0)

follows a stationary distribution, X̄n(t) also follows the stationary distribution. As a result,
for n large enough in the further subsequence, P(|Q̄n

∗ (∞)− Γ(l∗ ∨ (W̄ n
∗ (∞) ∧ u∗))| ≥ 2ϵ) ≤ 2ϵ.

Because every subsequence has this property, we can conclude that as n→∞, |Q̄n
∗ (∞)−Γ(l∗∨

(W̄ n
∗ (∞)∧u∗))| ⇒ 0. As X̄n(∞) and X̃n(∞) have the same distribution, we then obtain (90).
Next, note that because X̃n(∞) is tight, for every subsequence, there is a further subse-

quence such that Q̃n
∗ (∞)⇒ Q̃∗(∞) for some random vector Q̃∗(∞). Then, from (90) and the

convergence-together theorem [34, Theorem 11.4.7], one has (Q̃n
∗ (∞),Γ(l∗ ∨ (W̄ n

∗ (∞)∧u∗)))⇒
(Q̃∗(∞), Q̃∗(∞)). From Lemma 1, h(l∗∨ (W̃ n(∞)∧u∗)) =

∑
k∈K gk(Γk(l∗∨ (W̃ n(∞)∧u∗))). For

(x, y) ∈ R2K , introduce a continuous mapping f(x, y) =
∑

k∈K gk(xk)−
∑

k∈K gk(yk), then one
can verify that f(·, ·) is a continuous function. Applying the continuous mapping theorem [34,
Theorem 3.4.3] with f to the further subsequence, one then has∣∣∣∣∣∑

k∈K

gk(Q̃
n
k∗(∞))−h(l∗ ∨ (W̃ n(∞)∧u∗))

∣∣∣∣∣⇒ 0. (91)

Since all of these subsequences have the same limit, (91) holds for the whole sequence.
In view of (91), to prove Proposition 3, it is enough to prove the uniform integrability of the

sequence of random variables
{∣∣∣∑k∈K gk(Q̃

n
k∗(∞))−h(l∗ ∨ (W̃ n(∞)∧u∗))

∣∣∣ : n≥ 1
}
. Note that
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l∗∨ (W̃ n(∞)∧u∗) is uniformly bounded for all n, hence it suffices to show the uniform integra-
bility of {

∑
k∈K gk(Q̃

n
k∗(∞)) : n≥ 1}. Owing to the sub-polynomial assumption in Assumption 1,

it is enough to prove supn≥1E
[
|Q̃n

∗ (∞)|m+1
]
<∞ [12, Proposition A.2.2, page 494]. This can

be directly proved by using the tail probability bound established in Lemmas 8 and 11. We
omit the details. Hence the proof is complete. □

E. Proof of Lemma 6 First, we obtain from (10) that for each t > 0,

1

t
Ṽ n(t, ν̃n,ψn∗ ) =Eν̃n [At] ,

where

At =
1

t

[∫ t

0

cn(ζn∗ (s))ds+
∑
k∈K

∫ t

0

gk(Q̃
n
k∗(s))ds+

1√
n

∑
k∈K

rk

∫ t

0

ξk∗(s−)λnk∗(s)ds

]
. (92)

In the above we have used the relation Õn
k∗(t) =

1√
n

∫ t
0
ξk∗(s−)dEn

k∗(s) =
1√
n

∫ t
0
ξk∗(s−)λnk∗(s)ds,

which follows from the fact that
∫ t
0
ξk∗(s−)d(En

k∗(s)−
∫ s
0
λnk∗(u)du) is a martingale. Note that

ζn∗ , ξk∗, and λ
n
k∗ are all functions of the state X̃n∗ (·) by the definition of Markov controls.

Second, we argue that the state process X̃n∗ (·) under policy ψn∗ is a continuous time Markov
chain that has a unique stationary distribution π̃n∗ . By Proposition 1, this chain has at least
one stationary distribution. Next we show that the Markov chain X̃n∗ (·) has at most one closed
communicating class, so the stationary distribution of X̃n∗ (·) is unique. To see this, we use
the setting of linear state costs as an illustration. The arguments for the setting of convex
state costs are similar. Without loss of generality, we assume argmaxk∈K bkµk = 1. We argue

that every state of X̃n∗ (·) can reach the state (−1/
√
n,0, · · · ,0,1), which indicates there is one

class 1 customer waiting and class 1 is currently in production. Note that any inventory level
(xk)k∈K associated with X̃n∗ (·) can reach (max(xk, αk/

√
n))k∈K by productions (and no order

arrivals during the period of productions). Starting from (max(xk, αk/
√
n))k∈K, the inventory

level (αk/
√
n)k∈K can be reached via order arrivals (with no production completions during this

period). Then the system is not idling based on our proposed policy ψn∗ and we assume class 2
is in production without loss of generality. Then the state (−1/

√
n,−1/

√
n,0, · · · ,0,2) of X̃n∗ (·)

can be reached with further order arrivals before the production of class 2 product is completed.
Finally, when the production of class 2 product is finished (with no new order arrivals), the
machine will produce class 1 products based on policy ψn∗ , and the state (−1/

√
n,0, · · · ,0,1) is

reached.
Third, by the Lyapunov drift condition (Equation (65)) established in the proof of Proposi-

tion 1, we can infer from Theorem 4.4 of Meyn and Tweedie [22] that X̃n∗ (·) is positive Harris
recurrent. It follows that the strong law of large numbers holds for the Markov chain X̃n∗ (·), i.e.,

lim
t→∞

At = Ṽ n(π̃n∗ ,ψ
n
∗ ), almost surely for any initial distribution ν̃n.

See Theorem 17.1.7 of Meyn and Tweedie [23] and Remark 2 of Dai [8].
Hence, to prove (50), it remains to show the L1 convergence, i.e., limt→∞Eν̃n [At] =

Ṽ n(π̃n∗ ,ψ
n
∗ ). It suffices to show that {At : t > 0} is uniformly integrable. We proceed to analyze

the three terms on the right-hand-side of (92) as follows.
• First, under policy ψn∗ , we can obtain from Equation (20) that |ζn∗ (s)| ≤ 1

2
|H−1m| · κ for

all s ≥ 0. By (43), we infer that for n large enough, there exists some constant C such that
|cn(ζn∗ (s))| ≤C for all s≥ 0. Hence, we have for all t > 0,

1

t

∣∣∣∣∫ t

0

cn(ζn∗ (s))ds

∣∣∣∣≤C.
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• Second, under policy ψn∗ , we have λnk∗(s) = nλ∗
k +

√
n · ζnk∗(s). It follows that |λnk∗(s)| ≤

n(λ∗
k+1) for n large enough. As |ξk∗(s−)| ≤ 1, we obtain that for all t > 0,

1

t

1√
n

∣∣∣∣∣∑
k∈K

rk

∫ t

0

ξk∗(s−)λnk∗(s)ds

∣∣∣∣∣≤√
n
∑
k∈K

rk(λ
∗
k+1).

• Finally, we need to show { 1
t

∑
k∈K

∫ t
0
gk(Q̃

n
k∗(s))ds : t > 0} is uniformly integrable given an

initial distribution ν̃n. Note that |gk(x)| ≤ c(1+ |x|m) for some c and m ∈N by Assumption 1.
Therefore, it suffices to show that { 1

t

∑
k∈K

∫ t
0
|Q̃n

k∗(s)|mds : t > 0} is uniformly integrable. This
follows from

limsup
t→∞

Eν̃n

(1

t

∑
k∈K

∫ t

0

|Q̃n
k∗(s)|mds

)2
≤ limsup

t→∞

K

t
Eν̃n

∫ t

0

∑
k∈K

|Q̃n
k∗(s)|2mds≤Cm,

for some constant Cm > 0. The first inequality above follows from the Cauchy-Schwarz inequal-
ity. The second inequality can be proved by a similar argument as in the proof of Theorem 5.5
in Dai and Meyn [10] and the assumption that ν̃n having a finite (2m+1)-th moment, so we
only provide a sketch of the proof. The key step is to show that, for a fixed n large enough,
there is a constant δ̄ > 0 such that

lim
|x|→∞

1

|x|
Ex

[∑
k∈K

∣∣Qn
k∗
(
|x|δ̄

)∣∣]= 0, (93)

where we have slightly abused the notation and used x to denote the initial value of (Qn
k∗)k∈K.

This can be proved with the following two steps:
1. First, one can show that lim|x|→∞

1
|x|

∑
k∈K

∣∣Qn
k∗
(
|x|δ̄

)∣∣ = 0 almost surely. This can be

proved using the standard framework as in the proof of Theorem 4.1 of Dai [8] and an argument
similar to the proof of item 2 of Lemma 13 in this paper.
2. Second, one can prove the uniform integrability of { 1

|x|

∑
k∈K

∣∣Qn
k∗
(
|x|δ̄

)∣∣ : |x| > 0}. Its
proof is similar to the proof of Lemma 4.5 of Dai [8].
By combining these three parts, we infer that {At : t > 0} is uniformly integrable. Hence,
Equation (50) holds.

F. Proof of Lemma 2 We first introduce a lemma.

Lemma 15. Assume G(·) is Lipschitz continuous on R, and h(·) is continuous on R, strictly
increasing on [0,∞) and strictly decreasing on (−∞,0], h(0) = 0 and lim|x|→∞ h(x) =∞. For
each w0 ∈R and γ ∈R, there is a unique continuously differentiable solution w(x;w0, γ), which
is jointly continuous in w0 and γ, to the following ODE:

1

2
σ2w′(x)+G(w(x))+h(x) = γ, for x∈R,

subject to w(0) =w0.
(94)

Furthermore, w′(x;w0, γ) is continuous in x,w0, and γ, and the following hold:
1. For ω0 ∈R, the solution w(x;w0, γ) is strictly increasing in γ for fixed x > 0 and strictly

decreasing in γ for fixed x < 0. The solution w(x;w0, γ) is strictly increasing in w0 for fixed
x,γ ∈R. For fixed w0 ∈R and γ ∈R, w(x;w0, γ) cannot have a local minimizer in (0,∞), cannot
have a local maximizer in (−∞,0), and cannot be a constant in any interval on R.

2. Assume γ1(w) is continuous and strictly increasing in w, then maxx≥0w(x;w0, γ1(w0)) is
continuous and strictly increasing in w0; assume γ2(w) is continuous and strictly decreasing in
w, then minx≤0w(x;w0, γ2(w0)) is continuous and strictly increasing in w0.
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3. For k > w0, there exists a unique number γ+(w0) such that maxx≥0w(x;w0, γ+(w0)) = k,
and the maximizer is unique. The functions γ+(w0) is continuous and strictly decreasing in w0.
For a < b, if either i) min(−h′(0−), h′(0+)) > 0; or ii) b = 0 and G(x) = −µx2 for x ∈ [a, b]
with µ > 0, then there exists w∗ ∈ (a, b) such that maxx≥0w(x;w∗, γ+(w∗)) = b (with a unique
maximizer u∗) and minx≤0w(x;w∗, γ+(w∗)) = a (with a unique minimizer l∗). The function
w(x;w∗, γ+(w∗)) is strictly increasing on [l∗, u∗] and w(x;w∗, γ+(w∗))∈ [a, b] for x∈ [l∗, u∗].

We now prove Lemma 2 by using Lemma 15. Let a = −κ (recall κ in (15)) and b = 0.

Fix M ≥ κ2 and let σ2 =
∑

k∈K
2λ∗k
µ2
k
, and G(u) = −m′H−1m

4
min(u2,M). Then G(·) is Lips-

chitz continuous. One can verify that h in (14) satisfies the requirement in Lemma 15. With
w(x;w∗, γ+(w∗)),w∗, l∗, u∗ in Lemma 15 item 3, introduce v(x) = w(x;w∗, γ+(w∗)) on [l∗, u∗].

Then |v(x)|2 ≤ κ2 ≤M and hence G(v(x)) =−m′H−1m
4

v2(x) for x∈ [l∗, u∗]. Thus, the constants
l∗ < 0<u∗, γ

∗ ∈R and the function v ∈C1[l∗, u∗] satisfy

1

2
σ2v′(x)− m′H−1m

4
v2(x)+h(x) = γ∗, for x∈ [l∗, u∗], (95)

subject to v(x)∈ [−κ,0] for all x∈ [l∗, u∗] and the boundary and smooth pasting conditions

v(l∗) =−κ, v(u∗) = 0, v′(l∗+)= 0, and v′(u∗−) = 0. (96)

Now we prove the uniqueness of l∗, u∗, γ
∗, and v satisfying (95) and the conditions (96).

Assume that there exist l̃∗ < 0< ũ∗, γ̃
∗, and ṽ satisfies (95) with the conditions (96). First, we

prove that γ̃∗ ̸= γ∗ is impossible. We consider the case γ̃∗ > γ∗ (the case γ̃∗ < γ∗ is similar).
From the boundary and smooth pasting conditions, one has h(ũ∗) > h(u∗) and h(l̃∗) > h(l∗),
which ensure ũ∗ > u∗ > 0 and l̃∗ < l∗ < 0. Assume ṽ(0) ≥ v(0) (the case ṽ(0) < v(0) can be
argued similarly). Then from Lemma 15 item 1, one has ṽ(x)> v(x) for x ∈ (0, u∗], especially
ṽ(u∗) > v(u∗) = b = ṽ(ũ∗). This is a contradiction to ṽ(x) ∈ [a, b] for x ∈ [l̃∗, ũ∗]. As a result,
γ̃∗ = γ∗. Then from the boundary conditions, one has h(ũ∗) = h(u∗) and h(l̃∗) = h(l∗), which
ensure ũ∗ = u∗ and l̃∗ = l∗. From these, one can also verify that ṽ= v. This proves the uniqueness.
Let

v̄(x) =−κ× 1{x∈(−∞,l∗)} + v(x)× 1{[l∗,u∗]} +0× 1{(u∗,∞)},

and define Φ(x) =
∫ x
l∗ v̄(y)dy. It is easy to verify that Φ∈C2(R) and l∗, u∗, γ

∗ satisfy the differen-
tial equation with the corresponding boundary and smooth pasting conditions. The uniqueness
of Φ follows from that of v. The constant γ∗ is positive by checking the ODE (17) at the u∗.
Next, we verify that Φ satisfies (18)–(19). Note that Φ∈C2(R) and Φ′′ = v̄′ is locally L1, hence

it has the third-order derivative almost everywhere. It is easy to verify (19) and |Φ′′′(x)| ≤ C
for C > 0 whenever it exists, and we will focus on the verification of (18).

From the expression of c(·) in (16), one has −uΦ′(x) + c(u) = −uΦ′(x) + 1
m′H−1m

u2 ≥
−m′H−1m

4
(Φ′(x))2. Hence, it is enough to verify that σ2

2
Φ′′(x)− m′H−1m

4
(Φ′(x))2 +h(x)≥ γ∗. It

suffices to consider the cases x > u∗ and x < l∗. Note that for x > u∗, we have Φ′(x) = v̄(x) =
0= v(u∗) = v̄(u∗) =Φ′(u∗) and Φ′′(x) = v̄′(x) = 0= v̄′(u∗) =Φ′′(u∗). It follows that for x> u∗,

σ2

2
Φ′′(x)− m′H−1m

4
(Φ′(x))2 +h(x) =

σ2

2
Φ′′(u∗)− m′H−1m

4
(Φ′(u∗))2 +h(u∗)+h(x)−h(u∗)

= γ∗ +h(x)−h(u∗)≥ γ∗,

where we use the fact that h is increasing on [0,∞). This verifies the inequality (18) for x> u∗.
A similar argument (with h decreasing on (−∞,0]) can yield the inequality for x< l∗. □

Proof of Lemma 15. We first state two auxiliary lemmas. Lemma 16 summarizes several
results from Cao and Yao [7] (see Lemmas 5, 6, and 9 there).

Lemma 16. Assume G(·) is a Lipschitz continuous function on R, and h is continuous and
strictly increasing on [0,∞), h(0) = 0 and limx→∞ h(x) =∞. For each w0 ∈R and γ ∈R, there
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is a unique continuously differentiable solution w(x;w0, γ) on [0,∞), which is jointly continuous
in w0 and γ to the following ODE:

1

2
σ2w′(x)+G(w(x))+h(x) = γ for x≥ 0,

subject to w(0) =w0.
(97)

Furthermore, w′(x;w0, γ) is continuous in x≥ 0, w0 ∈R, and γ ∈R, and the following hold:
1. The solution w(x;w0, γ) is strictly increasing in γ ∈R for fixed x > 0 and w0 ∈R, and is

strictly increasing in w0 ∈R for fixed x≥ 0 and γ ∈R. For fixed w0 ∈R and γ ∈R, w(x;w0, γ)
cannot have a local minimizer in x∈ (0,∞) and cannot be a constant in any interval on [0,∞).

2. For k > w0, there exists a unique number γ+(w0) such that maxx≥0w(x;w0, γ+(w0)) = k
with the unique maximizer denoted by x∗(w0, γ+(w0)). The functions γ+(w0) and x

∗(w0, γ+(w0))
are both continuous and strictly decreasing in w0.

Lemma 17. Consider the ODE in (97). Assume γ1(w) is continuous and strictly increasing
in w, then maxx≥0w(x;w0, γ1(w0)) is continuous and strictly increasing in w0.

We now prove Lemma 15. For w0, γ ∈R, from Lemma 16, there is a unique solution w(x;w0, γ)
to (94) for x≥ 0. Let G1(x) = G(−x) and h1(x) = h(−x) for x≥ 0. From Lemma 16, there is a
unique w̄(x;−w0, γ) solving (94) for x≥ 0 but with G, h, and w0 replaced by G1, h1, and −w0,
respectively. Let w(x;w0, γ) =−w̄(−x;−w0, γ) for x≤ 0. This proves the existence of w(x;w0, γ)
on R. Items 1 and 2 can be easily verified using Lemmas 16 and 17. Next, we focus on proving
item 3.
The existence of the function γ+(·) follows from Lemma 16 item 2. Similarly, there exists a

unique number γ−(w0) such that minx≤0w(x;w0, γ−(w0)) = a for all ω0 > a, and the function
γ−(w0) is continuous and strictly increasing in w0. If γ−(

a+b
2
) = γ+(

a+b
2
), then the conclusion

holds with w∗ = a+b
2
. In the following, we consider γ−(

a+b
2
) ̸= γ+(

a+b
2
).

If γ−(
a+b
2
) < γ+(

a+b
2
), let γ(w0) = γ−(w0) for w0 ∈ (a, b); otherwise, let γ(w0) = γ+(w0) for

w0 ∈ (a, b). We consider the case γ(w0) = γ−(w0) because the other one is similar.
Given that γ(a+b

2
) = γ−(

a+b
2
)<γ+(

a+b
2
), from item 1, we have

max
x≥0

w

(
x;
a+ b

2
, γ

(
a+ b

2

))
<max

x≥0
w

(
x;
a+ b

2
, γ+

(
a+ b

2

))
= b. (98)

As γ(w0) = γ−(w0) is continuous and strictly increasing in w0, we can infer from item 2
that maxx≥0w(x;w0, γ(w0)) is continuous in w0. Note that since minx≤0w(x; b, γ(b)) = a < b=
w(0; b, γ(b)) and w(x; b, γ(b)) cannot have a local maximizer on (−∞,0), w(x; b, γ(b)) is strictly
increasing for x≤ 0 around 0, and hence w′(0; b, γ(b))≥ 0. Next, we prove w′(0; b, γ(b)) ̸= 0.

For case i), if w′(0; b, γ(b)) = 0, then for x < 0 around 0, we have w′′(x; b, γ(b)) =
− 2
σ2
π′(w(x; b, γ(b)))w′(x; b, γ(b)) − 2

σ2
h′(x). Since we assume h′(0−) < 0, it follows that

w′(x; b, γ(b))< 0 for x< 0 around 0. Hence, w(x; b, γ(b)) decreases for such x and a contradiction
occurs. Thus, w′(0; b, γ(b)) ̸= 0.
For case ii), if w′(0; b, γ(b)) = 0, because h(0) = 0 and G(b) = 0 (because b= 0) then γ(b) = 0.

Then w′(x; b, γ(b)) =
2m′H−1m

4
σ2

w(x; b, γ(b))2 − 2h(x)

σ2
for x ≤ 0 around 0, where w(0; b, γ(b)) = 0

This is a Riccati equation, so we obtain w(x; b, γ(b)) = − σ2u′(x)

2m′H−1m
4 u(x)

with u solving u′′(x)−
4m′H−1m

4
σ4

h(x)u(x) = 0 and u′(0) = 0, u(0) = 1. Because h(x)> 0 for x< 0, then u(x)> 0 implies
u′′(x) > 0. Hence u′(x) is increasing around 0, which gives u′(x) < 0 for x < 0. As a result,
w(x; b, γ(b)) > 0 for x < 0 around 0. This is a contradiction to the fact that w(x; b, γ(b)) > 0
strictly increases to 0 for x< 0. Hence w′(0; b, γ(b)) ̸= 0.
As a result, we must have w′(0; b, γ(b))> 0, and

lim
w0↑b

max
x≥0

w(x;w0, γ(w0)) =max
x≥0

w(x; b, γ(b))> b. (99)
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Combining (98), (99), and item 2, there is w∗ ∈ (a+b
2
, b) such that maxx≥0w(x;w∗, γ(w∗)) = b.

Then γ(w∗) = γ−(w∗) = γ+(w∗), and the proof is complete. □

Proof of Lemma 17. The monotonicity of maxx≥0w(x;w0, γ1(w0)) follows from the fact
that if w01 <w02, then

w(x;w01, γ1(w01))<w(x;w02, γ1(w01))<w(x;w02, γ1(w02)), for each x≥ 0, (100)

where the first inequality follows from Lemma 16 (1) and the second inequality follows from
the assumption that γ1(w0) is strictly increasing in w0 and Lemma 16 (1).

Next we prove the continuity, i.e., G(w0) := maxx≥0w(x;w0, γ1(w0)) is a continuous func-
tion of w0. If not, then there exists w̃0 such that at least one of the following occurs: (1)
limw0↑w̃0

G(w0)<G(w̃0); or (2) limw0↓w̃0
G(w0)>G(w̃0). The limits are well defined due to the

monotonicity of G. We will focus on Case (2) as Case (1) can be argued similarly.
Suppose limw0↓w̃0

G(w0)>G(w̃0). ThenG(w̃0)<∞. Denote by x̄0 = argmaxx≥0w(x; w̃0, γ1(w̃0)),
which is finite due to limx→∞ h(x) =∞ and G(w̃0)<∞. Then there exists x1 > x̄0 such that
w(x1; w̃0, γ1(w̃0)) < w(x̄0; w̃0, γ1(w̃0)). Denote by ϵ = w(x̄0; w̃0, γ1(w̃0)) − w(x1; w̃0, γ1(w̃0)) > 0.
As w(x1;w0, γ1(w0)) is continuous in w0, when w0 > w̃0 is sufficiently close to w̃0,

w(x1;w0, γ1(w0))<w(x1; w̃0, γ1(w̃0))+ ϵ=w(x̄0; w̃0, γ1(w̃0))≤w(x̄0;w0, γ1(w0)),

where the last inequality follows from (100). Hence, for a fixed w0 > w̃0 sufficiently close to w̃0,
we can deduce that w(x;w0, γ1(w0)) achieves its maximum in [0, x1] by Lemma 16 (1). Now for
each x∈ [0, x1], we have w(x;w0, γ1(w0)) ↓w(x; w̃0, γ1(w̃0)) as w0 ↓ w̃0. Using Dini’s Theorem, the
convergence of w(·;w0, γ1(w0)) to w(·; w̃0, γ1(w̃0)) on [0, x1] as w0 ↓ w̃0 is uniform. Hence G(w0) ↓
G(w̃0) as w0 ↓ w̃0, which leads to a contradiction. Therefore, we must have limw0↑w̃0

G(w0) =
G(w̃0) = limw0↓w̃0

G(w0). This proves the continuity of G. The proof is therefore complete. □

G. Simulation results In this section we conduct a simulation study to compare the
performances of our policy and the policy in Ata and Barjesteh [2]. Specifically, we simulate a
make-to-stock system under two policies. The first is our proposed policy, and the second is the
proposed policy without the component Qn

i∗(t) ≤ αi∗ in the outsourcing decision. We denote
the second policy as AB22 policy, although we will consider convex holding and backorder cost
functions for illustrations.
Below, we provide details about the simulation setting and the results. Following the discus-

sion on policy implementation in Section 5.2.1, we will add a subscript 0 to the system param-
eters to represent that we consider one specific system. We consider a system with K = 3 prod-
ucts, and choose λ∗

0 and µ0 such that
λ∗01
µ01

=
λ∗02
µ02

=
λ∗03
µ03

= 1
3
. Specifically, we choose λ∗

0 = (40,25,35)

and µ0 = (120,75,105) so that
∑3

k=1

λ∗0k
µ0k

= 1. Given a feasible demand arrival rate vector λ=

(λk : k= 1,2,3), the inverse demand function is assumed to be Λ−1
0k (λ) = (λ∗

0k/30+ δk−λk/60),
where δk = 0.5 is the unit variable or self-production cost. With this specification of param-
eters, one can easily check that λ∗

0 is indeed the maximizer of the profit rate function r0(x).
Moreover, we can compute that the matrix H0 =−r′′0(λ

∗
0)/2 = 1/60∗I, where I is the 3×3 iden-

tity matrix. Furthermore, we choose quadratic state (holding/backorder) cost functions with
q01(x) = 0.0023x2

1, q02(x) = 0.0035x2
2 and q03(x) = 0.0047x2

3. Then it follows that h0(y) = 10y2

for y ∈R. We also consider a vector of unit outsourcing costs (in excess of the self-production
costs) given by ϑ0 = (0.0625,0.1000,0.0476), which is around 10% of the self-production cost
rates. One can then verify that i∗0 = 3, that is, class 3 customers would be outsourced if needed.
Finally, we choose the safety stock levels (αk) = [0,1,1] in the two policies, similar to Ata and
Barjesteh [2].
The simulation results are summarized in Tables 1 and 2, where we report the first two

moments of steady-state inventory levels Qk(∞) for each customer class k and the percentage of
class 3 customers that are outsourced, together with the 95% confidence intervals. The system
is (randomly) initialized with Q1(0) =−20, Q2(0) =−5, and Q3(0) = 5, and a class 1 product is
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Table 1. Comparison of the two policies: first moments of inventory levels

Policy EQ+
1 (∞) EQ+

2 (∞) EQ+
3 (∞) EQ−

1 (∞) EQ−
2 (∞) EQ−

3 (∞) % of Outsourcing
Our policy 1.3338 1.7618 0.7984 1.6898 1.5953 1.0794 4.2153%

(±0.0101) (±0.0131) (±0.0065) (±0.0110) (±0.0107) (±0.0068) (±0.0277%)
AB22 1.3206 1.7440 0.7897 1.7009 1.6058 1.0856 4.2490%

(±0.0077) (±0.0104) (±0.0055) (±0.0113) (±0.0104) (±0.0063) (±0.0311%)

Table 2. Comparison of the two policies: second moments of inventory levels

Policy E(Q+
1 (∞))2 E(Q+

2 (∞))2 E(Q+
3 (∞))2 E(Q−

1 (∞))2 E(Q−
2 (∞))2 E(Q−

3 (∞))2

Our policy 4.8004 7.5729 1.8354 8.7395 8.1731 3.2618
(±0.0414) (±0.0642) (±0.0173) (±0.0744) (±0.0683) (±0.0280)

AB22 4.7395 7.4702 1.8127 8.8267 8.2184 3.2860
(±0.0329) (±0.0532) (±0.0157) (±0.0812) (±0.0658) (±0.0283)

in production initially. We observe that the performances of our proposed policy and the AB22
policy are very close to one another. The results are similar when we vary the initial states.
This suggests that the AB22 policy, which does not have the component Qn

i∗(t) ≤ αi∗ in the
outsourcing decision, might also be asymptotically optimal.
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